United States Election Assistance Commission

Election Data Summit

How Good Data Can Help Elections Run Better

Held at
American University 
School of Public Affairs

4400 Massachusetts Avenue NW
Washington, D.C.  20016

on 
Wednesday, August 12, 2015
VERBATIM TRANSCRIPT

The following is the verbatim transcript of the United States Election Assistance Commission (EAC) Election Data Summit “How Good Data Can Help Elections Run Better” held on Wednesday, August 12, 2015.  The summit convened at 9:05 a.m. and recessed at 4:34 p.m. EDT.

ELECTION DATA SUMMIT
MS.  LYNN DYSON:
Before we get started with formal introductions, I just wanted to introduce myself, first and foremost, of course, to say welcome, but you’ll get many welcomes in a few moments.  For those of you who don’t know me, I’m Karen Lynn-Dyson.  I am the EAC Director of Research, Policy and Programs.  During the course of the next two days if you have any questions, at all, please come to me and feel free to ask me anything and everything that you might need an answer to, from the ridiculous to the sublime to the deep to the contemplative.


Housekeeping, obviously you got here, so you found your way here.  Restrooms are right across the hall.  There is a water station that is also right across the hall.  We are not providing meals.  However, there is a campus cafeteria.  Best way to find that is if you go back out onto the courtyard, look for the pandas, and it is the building to the right right beyond the pandas.  For those of you who are looking for Starbucks and haven’t yet found that, right where the pandas are is a causeway and if you walk through that causeway and walk down to the ground level that’s where you will find Starbucks, Subway, assorted eateries.  Campus cafeteria food is actually quite tasty.  And I think that is it, in terms of logistics and housekeeping.  Presumably, you’ve all found parking, as well.  That’s quite accessible I have found.


So again, thank you for coming.  Thank you, all of you who are speaking.  I think it’s going to be a really exciting and interesting couple of days. 

CHAIRWOMAN McCORMICK:  

Welcome, everyone, to the EAC’s 2015 Data Summit.   My name is Christy McCormick.  I’m Chair of the Commission and I want to, also, on behalf of my fellow Commissioners, Vice-Chair Tom Hicks and -- where’s -- Commissioner Masterson.  Thank you very much for coming.  We appreciate your interest in this very kind of technical and geeky topic, but important one.  It is an exciting and noteworthy occasion for us to get election practitioners and election researchers together, as well as legislative-type people, candidates and officeholders together to discuss data, which I don’t think has occurred before.  So through a series of conversations today and some talks we’ll be exploring some of these data issues in greater depth, and perhaps we’ll come to a deeper respect for each other’s viewpoints on how we can use data and how it’s collected, and also, how we can get good quality data, which is so important for improving elections.


So, as you can see from the agenda, we’ve got, today, several panels and talks.  We’re going to spend the first day in, hopefully, some organic conversations on the data collection and the uses for it, and then, the important role and the impact that that data has on running an election.  Against the backdrop of the first day’s conversations we’ll then move into the second day, moderated by our wonderful Merle King from the Center for Election Systems at Kennesaw State University, and he will be moderating a panel, a day-long discussion really, on how we can make the Election Administration and Voting Survey better.  That’s something that has become the gold standard in election data, the most comprehensive nationwide collection of election data.  So, as many of you know, that can sometimes be a painful process to work on, that EAVS survey, and we’re hoping to figure out a way to make it better, easier for our election practitioners to provide us that data going forward.


So, our goals for this conference are basically two; to gain a clearer understanding of why and how good election data can matter, and to begin identifying the methods and techniques that can help us reach our desired outcome for accurate election data. 


And I would like to especially thank Karen for -- and our staff for putting this together.  They worked very hard on it.  Thank you very much Karen and Alice and Deanna and Shirley and I can’t even -- everybody who’s here, thank you so much for all your hard work putting this together, especially since we’ve been on the road, so much, to get out to the jurisdictions.  And also, I’d like to especially thank the American University School of Public Affairs and especially the Center for Congressional and Presidential Studies.  Thank you so much for agreeing to host our summit.


And now, I’d like to welcome Jan Leighley.  She is a Professor of Government at American University, with research and teaching interests in voter turnout, political participation and the political behavior of African-Americans and Latinos in the U.S.  She has published in a variety of journals, including, American Political Science Review, The American Journal of Political Science and The Journal of Politics.  Her most recent book, Who Votes Now: Demographics, Issues, Equality and Turnout in the United States is co-authored with Jonathan Nagler, New York University, and published by Princeton University Press.  Who Votes Now examines voter turnout in presidential elections from 1992 to 2008, and it highlights a continuing class bias of the voting population relative to the citizen population, the importance of election laws to voter turnout and the consistent bias of voters having more conservative policy preferences than non-voters.  She’s served as an editor of the American Journal of Political Science from 2000 to 2004 and as editor of The Journal of Politics from 2009 to 2014.  She’s also served on advisory panels at the National Science Foundation, as president of the Southwestern Political Science Association and is currently serving as president elect of the Midwest Political Science Association.  And we thank you so much, Jan Leighley, for coming and offering a few words this morning.

DR. LEIGHLEY:

Thank you and welcome to American University and the School of Public Affairs.  We, and especially I, as a scholar, am excited to have this group of individuals here today for some important discussions about using data.  The dean was unable to be here to welcome you, and so, I was asked to channel a little bit of the dean, so I’m going to make a few more formal remarks in that spirit, which emphasizes the importance of or the origins of the School of Public Affairs, which its establishment was inspired by FDR’s vision of bringing academics and policymakers together to create and share knowledge, knowledge which is to be applied to the real use of politics and in the administration of government and government offices. You can see how we have a good fit, with having the conference here today.

Decades after the establishment of the School of Public Affairs the school is still devoted with a strong group of faculty to engaging in research which is relevant and of the highest quality.  It’s downtown -- for the locals here, we are downtown, I would say, perhaps best known for Jim Thurber Center on Congressional and Presidential Studies, which engages both policymakers and journalists and faculty in using research, again, for this broader knowledge of coming together to create a more democratic and successful governance process.


Jim could not be here today, and so, I’m also passing on his appreciation for the work that was put into this effort.  I’ll also note that the Center, you should please keep the Center in mind as 2016 rolls around.  We have a busy schedule packed with election-related policy discussions, turnout discussions, I hope, given my interests and other things related to government in D.C.  So, say tuned for those.  And if you’re a local, remember how you got here, and it really wasn’t quite as bad as what you might expect.  We aren’t right at that Metro stop, but we’re pretty darn close.


Scholars of congressional and presidential -- that was the channeling part.  Scholars of congressional and presidential politics recognize the critical role of elections as a means of linking citizens to government.  While the outcomes and consequences of elections are not under our control, probably a good thing, much, or at least some, of the way that we run elections is.  I’m especially mindful of the importance of quality data on the conduct of those elections to citizens.  I can’t do my research without good data, elected officials and policymakers.  It’s only, though, with the careful collection, management and analysis of such data that we can offer citizens the highest quality electoral experience possible.  The EAC’s Election Administration and Voting Survey, of course, plays a key role in that.


As we convene today to discuss how to improve and advance the quality and impact of election data on the work of scholars, administrators and policymakers, I’m mindful of an observation I recall from a now forgotten textbook that I read, I think, as an advanced undergraduate or perhaps graduate student.  It was a textbook on social science data analysis and this was long before our big data revolution.  That observation went something like this -- I’m now going to actually track down the specific quote -- but the observation went something like this: Be ever mindful that what becomes the high-quality data used by policymakers and academics begins by one lonely individual answering a single question by filling in a blank, checking off a box, coloring in a grid or writing a response, perhaps in an agency office, perhaps in a private residence, perhaps online.  But that is the starting point for the big data we are responsible for, as that act is repeated over and over again.  A humble start for what has the potential to become powerful data.  How we ask these questions, collect their responses, and try to make sense of them in a way that improves election is the focus of today’s conference.  We have much work to do and I trust that today’s discussions will help us do it all the better.
With that, I wish you a terrific day and good luck finding that Starbucks and I hope to talk to you many of individually.  Thank you very much for coming.

[Applause]

CHAIRWOMAN McCORMICK:
Thank you Professor Leighley.  So I’m excited.  I think it’s going to be an interesting couple of days.  We’ve got, you know, so many interesting topics to talk about.  I’m hoping that this is just the start of a relationship with AU that we can in the future find more opportunities to match up the EAC mission with the School of Public Affairs and the Center for Congressional and Presidential Studies.  So, thank you so much again for having us.


I’d like now to introduce Vice-Chair Tom Hicks, who will start off our first panel.  We are going to be looking at exploring the importance and value of having good election data, so with that Vice-Chair Hicks.

VICE-CHAIR HICKS:

Thank you, good morning Chairman McCormick.  Again, I’m Tom Hicks, Vice-Chairman of the United States Election Assistance Commission.  I have the distinct honor of moderating our first panel here this morning.  Good election data can matter and can have an impact.  I’ll also serve in the role of listener.  What the EAC learns here today should have a direct impact on the 2016, 2018 and beyond, EAV surveys.  Each panelist brings a unique perspective from the world of elections.  I hope to hear from each where there might be some common ground or synergies and purpose of collection of data.  I’m looking forward to hearing how we can alleviate some of the natural tensions between researchers, academics and advocacy groups who may use the data to highlight flaws and mistakes or jurisdiction election operations, versus election officials who are trying to evaluate and improve the efficiency and effectiveness of election operations, what specific strategies might be used to help Congress, state legislators and the public to better understand and use election data that is being collected in EAVS.  


I will now ask each panelist – well, let me bring our panelists up first.  So, I feel that I have the “dream team” of panelists; Charles Stewart from MIT, Katy Hubler from NCSL, Dean Logan from LA County, Dr. Eric Fischer from Congressional Research Service, Neal Kelley from Orange County and Paul Gronke from Reed College, and lest I not forget, Chris Thomas from the State of Michigan.


I will now ask each panelist to summarize in three minutes their opening thoughts, and once that is done I’m going to open it up to questions to the panelists, and if we have time left over we will have a few questions from the audience.  Karen will have a timer here to keep us on track, and with that I turn it over to Eric Fischer. 

MR. FISCHER:

Well, thank you Commissioner, and it’s a great pleasure to be here.  Let me just tell -- I should tell you just a couple things briefly about who I am and what I’m doing here.  I sound like a former -- a vice-presidential candidate a few elections ago, but the -- my name is Eric Fischer as people said, and I work at the Congressional Research Service, which is one of the three legislative support agencies and it’s the one the fewest people have heard about.  We work solely and exclusively for Congress.  We don’t have a public mission.  That’s why, although you may have seen some of our reports on various Websites, we’re not allowed to disseminate them to the public ourselves, but they can be disseminated by congressional offices and the like.  So, that’s how they appear there. 


The CRS does research and -- policy research for congress.  I should mention at the beginning that we don’t take positions, we don’t advocate and we don’t make recommendations.  So if it sounds like I’ve done any of those things, please just mentally insert “some people believe” in front of what I said, and that’s what I really mean.  The other thing I should mention, of course, is the usual disclaimer that I’m not here speaking for CRS, that is whatever I say should not be considered a position of CRS, but my own -- or the Library of Congress, but would be my own views. 


I just wanted to make a couple of points to start off here.  I got involved in elections back in 2000 when there was some election in Florida that created a few problems, and Congress decided that it was time to pay attention to elections.  And one of the first things I did, as somebody who started life as a field biologist, was I wanted to know what the studies and the data were, and I found that with respect to the kinds of questions that we needed to answer, there was very little out there.  Now, in the interim, in the last 15 years, there was not even a discipline, really, of election administration.  And, in the intervening 15 years, however, obviously the data have improved enormously, the amount of research has improved enormously, and there’s even, you know, a discipline in this area now, or at least I would call it that.  I don’t know if academic colleagues would necessarily agree.  But -- so things have changed significantly, and yet, obviously we’re not at a point yet where it’s mature enough that we don’t have to ask questions like the EAC is asking today, which is how can we improve the data for -- that are taken for elections and how well can -- how can we use it well and most effectively. 

I wanted to just make a couple points with respect to congressional use of such data, because as the Help America Vote Act was being developed obviously there was the question of, you know, what are the data, what do we need to look at, and so on and so forth.  And there wasn’t very much, but there were clearly some problems and obviously congress did things in the Help America Vote Act to help address a number of those problems.  But as with any legislation, there are two aspects that is very important to take into account in doing any kind of election reform.  One of them -- and that is that you have to deal with both policy, which with data deals, then politics.  And no matter how good the data are, how convincing the results are, if the politics is not right, it’s really not going to be possible to get legislation enacted.  And it may take a crisis to get the legislation enacted, like it did in 2000 to 2002. 

The -- another point I wanted to make is that what you see is not always what you see.  It’s important to do the research necessary and to do it right to determine what the actual patterns are.  So there is a lot -- there’s been a lot in the past.  Certainly there’s been a lot of everybody knows kind of thing is occurring in election administration, and so, the collecting of the right data is important.


And the third thing I wanted to make is -- the third point I wanted to make is that there’s something called the lamppost fallacy, you may be familiar with, which is that people, you know, in other words a drunk is wandering around the parking lot looking under a lamppost, somebody comes up to him and says, “Well, what are you doing?” He says, “I’m looking for my keys.”  The guy says, “Well, I don’t see your keys around here, where did you lose them?”  “Over there.”  “Well, why are you looking here?” “Because the light’s better,” right?  So, people will sometimes use data because it’s easy to collect but it may not be the right data.  So, it’s very important to make sure that even if it’s the only data you have available make sure that it’s going to be used correctly.


And I see that I’m out of time, so I will stop there and I hope we can get to some more things during the Q&A. 

DR. GRONKE:

So again, thanks.  It’s great to see some old faces here and some new faces and some – Michelle, I don’t think she and I have overlapped for quite a few years.


My name is Paul Gronke.  I’m a professor at Reed College in Portland, Oregon.  I’m a visiting professor this year at Appalachia State University.  I’m also the Director, founding Director of the Early Voting Information Center, which is a non-partisan research center that searches for commonsense solutions to election administration problems.  I should mention, I don’t advocate for early voting, but I do study it.  And so, earlyvoting.net, there, I mentioned my Website.  I worked as a contractor for the EAC on the EAV survey in 2008 and ‘10.  I worked with a number of states and local jurisdictions, some non-profits represented in the room that are interested in improvements in election administration.  
And so, we had a call last week where we got assigned responsibilities and my -- what I volunteered to do here was speak really as an editor of an academic journal, The Election Law Journal, that I’ve been editing now for five years, really, the primary outlet for the work in this field in election law and election administration and policy.  And so, what I want to speak to a little bit is really to the audience and the Commissioners for academics as stakeholders and what academics would want out of the data, and how they may be using the data or the data could be improved so academics might help answer questions to improve election conduct and administration in the U.S.


So, the first thing I’ll say is the usage rate of the EAC data is quite low.  On a Google scholar search you only find 34 hits.  If we remove Charles’ hits.. .
[Laughter]

DR. GRONKE:

…it’s down to 27, Thad, in the room, there’s another, you lose some of mine.  So, it’s a small group.  I will say one thing about the academics who are in the room, we’re still here.  Most of us are still here.  There are a lot of academics that -- like people in all fields that move with fads.  But the people that are here have been here really since the inception, and so, whatever you think about academics, those of us who are now are trying to build the field of election administration.  We’re not just in it for the next publication and then we’re going to be gone.  So I’d ask you to keep that in mind.  Some of us are taking small career sacrifices, because this is not a hot field, as Eric said.  There is some election administration field but we’re still trying to build that and we need help from you, the election officials, we need help from the EAC. 


The use of the EAC is more frequent in litigation, you probably know that, more in litigation, less in publications, not much in conference papers.  So, we can talk more about that over the next two days. 

But I mentioned the subject of my talk last night to my good friend and colleague Charles Stewart, and I said I was going to embarrass Charles here who had a past life as a -- pursuing a degree in divinity, which he ended up not pursuing.  Sometimes I think that must have been his true calling because I did have a “come to Jesus” moment last night, and had to reconfigure my talk because I could talk about the problems with the EAC’s data but I’m not going to do that.  I think they’re doing a good job.  We can talk about improvements.  We’re going to be doing that over the next two days.  But, instead I just want to make three quick points.


To the academics in the room I think it’s our responsibility.  The data have some problems, but I think, Charles convinced me, it’s really the academics’ responsibility to try to show why these data are important to our junior colleagues, to other colleagues in our profession, and that’s how we’ll get more academics involved here.  So, there’s conversation that some of us have already done, about trying to improve the field of election administration.  I think we need to continue to have those conversations.  And I think we don’t want to just come to the academics world.  We need to bring the EAC and some election officials to our world, try to get them to come to our conferences and bring them in our doors, so they can understand the incentives that what functions in our world, what incentivizes us.

To the election administrators, I think the EAC data are quite valuable because they should be able to show where there’s been cost savings and where there’s been improvements and progress over time.  The problem that some of us face using these data is the data reporting is irregular and there are problems in some of the data.  So, it’s hard to monitor improvement if the data aren’t being reported well, so, I think these data can really help you compare yourself to other jurisdictions and show how you’ve improved over time.  Academics can help you with that.  We’re very good at working with data, but you need to report well, so we can help you work with that data.


And finally, to the Commission, I’ve sung this song before, some of you have heard this, it’s like a broken record, sometimes the focus of the EAC seems to be on the June 31st reports and nothing beyond, then.  These data, the data product itself is extremely valuable, more valuable in some ways than the reports.  And so, if the EAC can think about -- the new Commissioners can think about rethinking or re-conceptualizing this as an ongoing data project, that data is becoming very valuable over time and it’s improving.  So, we could talk more about that.  I have thoughts on that. 


I’m out of time but -- that’s the end of my time.

MR. KELLEY:

Good morning, very briefly on myself, my name is Neal Kelley.  I’m the chief election official for Orange County, California.  I currently serve as the president of the California Association of Clerks and Election Officials, as well as the National Association of Clerks and Election Officials and Recorders.  And I’m the vice-chair of the EAC Board of Advisors. 


As I was preparing for this data summit I was looking at big data and thinking about how it could be used even more thoughtfully in our office, in elections, down in the weeds, and I was struck by some good information on restaurants in San Francisco.  And there was a lot of data collected because there was a big dip in going to restaurants on Friday nights in San Francisco, and so, they were trying to figure out, what is the problem here.  And they started collecting data and found that individuals who went to farmers’ markets on Fridays and started shopping there dramatically reduced their usage of restaurants on Friday nights.  And that’s an interrelationship of good data that’s collected.  I’m thinking about that in the election world, how can we look at associations, and how can we make those associations, because I think big data is -- if you look at the census, that’s data.  But I don’t look at that as big data because of the associations you’re trying to make between them.

What I wanted to do was to give you a top ten list, it’s not as good as David Letterman’s, but the top ten list of how we use Election Day data in Orange County, and particularly in the operation and what it does for operation. 


So, the first is Election Day data in our database for problems in the polling places, and we collect that data and then we look at that and look for pockets of problems.  For instance, in Anaheim, California we noticed that there were higher incidents of errors or polling place problems in Anaheim, and so, we determined through our data and the collection of that that we had some training issues.  And we were able to address those issues.


The second one is voter turnout data.  We use that data pretty heavily in determining how much equipment we’re putting in the polling place.  So, for example, we used to just send eight booths to every polling place, because logistically, it was a lot easier to put eight booths on a truck and send it out.  Well, now we’re sending one, two, three, six, eight, 12, depending on the voter turnout data in the polling places, and that works pretty well.  

Our Election Day volunteer recruitment data is very important, and one specific example is our recruitment overage rate.  And by that, I mean that we’ve identified, in that collection of data, that there are some pockets of demographics where you have individuals that tend not to show up or back out at the last minute.  And that’s sort of a cultural phenomenon in some of our communities in Orange County, and that data is very helpful as well.


Website analytics, that’s kind of a no-brainer, of looking at the pages that are being most used, and making those more robust and more rich for users.  


The next one is ballot printing.  Ballot printing is, obviously, very important, because if you have issues in the barcode in our system, the ballot may not scan properly or may not scan at all, and we have to duplicate that.  So, we’re looking at the error rates on that data to determine where we have printing problems, and making those corrections.  


Data entry trends, this is interesting, so where are the errors in the proofing of the data?  And I’m particularly talking about voter registration data.  And we found, looking at data, that one of the fields was too small, this is really in the weeds, one of the fields was too small on a computer screen, and so, those individuals that were proofing the data couldn’t see it.  So, in looking at that data and backing it back out, you can make those fields larger and correct that data. 


Customer satisfaction surveys, we’re looking at 11 data points in Orange County right now.  We are relentless on data and collecting the data for customer satisfaction, and that stretches not only from poll workers to voters to the delivery of our equipment, and we’re making fine-tune adjustments daily as we enter an election cycle.


Election supply distribution, we offer early pickup for supplies.  Now, that may seem kind of mundane, but for an inspector in Orange County, when we have 10,000 poll workers, if they can save their Saturday, they love it, and if they can reserve an early time to pick up their supplies, they do it.  So, we’re looking at that data and finding out what types of individuals are picking up early and where can we shift those resources to make it easier for them to use.  


And then, finally in the top ten Website portals and partnerships, we have developed specific portals on our Website, and I’ll give you just a quick example, for our city clerks.  Our city -- we have 34 cities in Orange County, and the city clerks use our data in their operations, but more importantly, we’re using their data to find out how many voters are coming to their city halls and are looking for information, how many voters are using their polling places in city halls, and how can we increase, not only the turnout in those cities, but how can we make it easier on the city clerks to do business.  


So, I wanted to give you some practical usage of the data and what we’re doing directly in Orange County.  And thank you very much for having me.  And I yield the balance of my time to Dean Logan.  

MR. LOGAN:

Good morning everybody, I’m Dean Logan.  I’m the Registrar-Recorder/County Clerk in Los Angeles County just next door to Neal Kelley.  It’s great to be here.  I arrived a couple of hours ago, so I’m hoping that I can stay awake long enough for this timer to go through.


So, I wanted to use my time to just share, similar to Neal, some practical examples of how, we, in Los Angeles County are both minding data and using new ways of predicative analytics and collection of data to hopefully improve the quality of the data that we will ultimately report to the EAC through the survey. 


So, let me start first with what’s probably most familiar for all of us and that’s just the minding of data in terms of voter registration accuracy and voter file maintenance. California is in the unique situation of being finally on the cusp of having a statewide voter registration database, so all of our counties are working very carefully right now on voter file cleanup and maintenance.  And obviously, in LA County with nearly five million active registered voters, that’s a tall order.  And what we’ve discovered is that sort of the traditional methods of checking for duplicates or getting information about deceased voters or voters who have moved have been woefully inadequate to ensure that we actually have the most updated and clean data that we could possibly be operating with.  So, we have found by bringing on people with skills in data mining and data minding that we have been able to implement some new processes on that.

So just to give you a quick example, sort of moving away from the traditional exact match of duplicates, we have moved into a process where we use algorithms and fuzzy matching, where we literally were able to go from what appeared to be exact matches that identified a potential pool of 52,000 duplicates on our voter file, to narrow that down to 8,200 records that had to be actually looked at and managed.  And so, you can imagine, in a jurisdiction our size, the resources that it would take to go through those in the old traditional way to make sure that we don’t have false matches and that we aren’t inadvertently taking people off the file.  You can never get that done, and that’s the reality we all lived with, and we never did it get done.  It was something that was ongoing work.  Now, we found new tools, new ways to do that, and again, that will result in better data that we’re reporting up to the state as well as to the EAC. 


Similar with death records, we were receiving local death -- notifications of deaths in our community that we were matching to death certificates, but there was data missing in that file.  We didn’t have the residential address, we just had date of birth, place of death, that type of information, and we were missing a lot of death notices.  By reaching out to other public agencies that have that data, and talking about how we can use that data, we’ve been able to, again, much more efficiently and cleanly early identify voters who are now deceased and move them off of the file.  And again, without bringing in data that’s not appropriate necessarily for us to have and to house but being able to access that as a way just to make the match and then to clean up our file has been particularly effective.


Real quickly, a little bit of experimenting we’re doing on predicative analytics is we’re using outside data sources that we’re matching against to try and predict things like where would we place vote centers and ballot drop off locations, as we move to different options for voting in the county.  We’re also using some pretty creative algorithms to try and predict, in terms of poll worker recruitment, who are our likely recruits for poll workers, who, “A” would say yes, and then, of that body, who are the ones who will likely show up on Election Day, and who are the ones who are likely to commit, but be no-shows on Election Day, so again, sort of moving away from sort of traditional modes of just cold calling into communities to actually using predicative analytics to better improve our performance, but also, to better utilize our resources.


Finally, I want to emphasize that we’re also very focused in LA County on user experience and user testing, and using data as a way to demonstrate effectiveness rather than just compliance.  So, in our voting systems modernization project we are looking at things of getting beyond merely complying with the letter of the law in terms of accessibility, things that we know about having a piece of equipment that’s never used, so it’s not really effective in meeting the needs of voters with accessibility needs to actually bringing them in having them use the equipment and show us little things, the nuances of where you place the equipment, and how you frame the equipment can make a big difference.

And I’m out of time.  I will just mention that we also have been able to utilize data effectively to leverage funding for voter outreach and education, which I think is particularly incredible, because we now can show that the money we spend on outreach and education actually has an impact on participation.  And we’ve never been able to do that before.  So, the first time in our county we now have a line item for outreach and education because we can justify that in our budget hearing.  It’s no longer just a “feel good” part of our budget. 

MS. OWENS-HUBLER:

Thank you.  Dean kind of went into the weeds of election data.  I’m going to take us back up a level.  NCSL is a non-partisan organization.  We work for the nation’s 7,383 legislators and more than 25,000 staff.  So, what our constituency is looking for -- they’re policymakers.  They’re looking for information about how people register to vote, how people vote, are they voting early, are they voting absentee, that sort of data.  And so, the EAC data that’s collected, it’s really valuable to them, but at the same time, they need to receive that data in way that is understandable, that is chunked out into specific subjects, that is presented in a visually agreeable manner, if you will.  So, I think that this information that the EAC is collecting is very valuable for our constituency.  


But it might be nice to sort of present it in other manners that would be a little bit more digestible to this audience, and specifically, to keep an eye on what are legislators looking at and to make sure that the survey stays relevant.  For example, I know in the last few years there’s been some questions added about online voter registration because that has been such a hot topic and to make sure that the survey questions are sort of adapting and asking those types of questions, so that when our legislators are looking at this sort of thing they have concrete data to look back at and say, “Well, this many states are using this and this many people are using this in these states.”  And that is extremely valuable for our constituency.  

People really like learning from other states.  Legislators like to learn what other states are doing, but there’s that saying, that data is the best antidote to an anecdote.  So, really, this data is what they’re looking for. Legislation is very data driven.  When they’re asking us questions, they’re looking for concrete data.  And I do go to the EAC for that data a lot.  I think it’s extremely valuable.  I think what’s important for us is just making that a bit more accessible.  And I think we’ll talk about a little later on specific things that would be helpful for our constituency, especially cost is really important to them, of course, and trying to figure out if they’re trying to introduce a new piece of legislation, what is that going to cost, what are other people’s experiences with that cost factor.  And I know that can be pretty elusive when you’re talking about elections costs, but if we were to look at one thing that our constituency is really interested in, I think that would be it.


And I’ve got plenty of time.

DR.  STEWART:

All right, so I’ll take Katy’s time and then some.  Okay, hmm, how are we going to do this?  Well, actually to be fair, maybe I should take Chris’.

MR. THOMAS:



Yeah, okay.

DR.  STEWART: 

Okay, and then, I’ll turn it over halfway through.  Well, I’m Charles Stewart.  I’m really -- I’m glad to be here today.  A couple of institutional affiliations that I think are important, the first is that I’ve been one of the co-directors of the Caltech/MIT Voting Technology Project for the last decade or so, and one of the things that the Voting Technology Project has advocated from the beginning, given that we are from two technological universities, is the use of data and other -- and analytical techniques to improve elections, to try to move elections away from, kind of what I sometimes call religious beliefs about elections, into kind of a scientific realm.  And so, we’ve been advocating from the beginning, back when ERIC was discovering that there wasn’t a profession to try to create a profession.  So, it’s very exciting to have a meeting like this to try to move the movement along.

The second affiliation is really not an affiliation, but I would say an association.  So, about five years ago I went and spent a year hanging out at Pew, right when Pew was beginning to develop ideas that became what’s known as the Elections Performance Index.  And while I can’t speak for Pew, I can talk from my experience about the process that led to the Elections Performance Index, the EPI, and how I think it informed some of the issues that we’re going to be talking about today and tomorrow.  And if you haven’t, I hope everybody here has gotten to play with the EPI, and if you haven’t, Google Elections Performance Index Pew, and there you can go play with some really great graphics.

So, when we got going -- in the interest – so, I’ll also just say one more thing by way of introduction, the EPI process was one that brought together academics and election officials together to kind of noodle on the question about how do we bring together measures to begin to document the performance of states in the conduct of elections, and eventually to try to array states along a dimension, in terms of better and less better, or better and worse election administration, how do you do that.  The first thing we needed to do was we needed to map out the area of election administration, which we realize really had not been done.  And so, the first thing in there is just a realization that there’s kind of three different, say, functional requirements in elections, that is there’s a registration requirement that voters be registered and that go well, that voters vote well, have a good experience there, and having voted that the counting go accurately.  As well, there are -- there’s two dimensions that cut across those three functional requirements.  There’s, first of all, the aspect of convenience, and then -- that is it should be easy to register, easy to vote and easy to have one’s vote counted as cast.  But there’s also the matter of integrity, that we want to make sure that everyone votes, but only votes once, that you are who you say you are, that your vote not get hacked or otherwise diverted into some direction and counted incorrectly.  So there’s also the matter of integrity as well as convenience.  

So having mapped out the election administration world we looked at the world of data, and here it was really telling.  For all the concerns about the EAVS, which, you know, I’m sure we’re going to be talking about, and that Paul and others have mentioned, at the end of the day, it seemed that among all the data sources available that the election -- the EAVS was, on the one hand a lot better than oftentimes people would give it credit for, and just full of information, particularly about convenience aspects of voting.  And as a consequence, the EPI is full of convenience aspects of voting, okay?  And if there’s, I would say a fault, in the EPI, it’s that there’s kind of too much about convenience in voting and not enough about integrity, not about vote counting, and maybe not enough about registration.  But at least we kind of mapped out the world and figured out where the EAVS was particularly valuable.


And so, this will kind of get to the last thing that I’ll say.  I think the EAVS is really valuable.  I would echo what Paul said in response to his “come to Jesus” moment, that part of the job in getting the data better involves a partnership between academics and election administrators working together in our own specialized domains to improve it going ahead.  In addition, there are still areas of -- there are still holes in the election administration area where I think we all could work harder to find better measures of.  And I’m thinking particularly about trying to conceptualize and measure what I would call the integrity side of things, because if we look politically, in terms of policymaking, I think it goes without saying that the most controversial area of election administration these days revolves around really how much fraud is there in elections, after all, how clean are elections.  And there’s a little bit of data and a lot of beliefs.  This is an area where, it would seem to me, that if we could get some election administrators and academics together we may be able to make some progress in doing a better job about measuring areas that is high on a lot of people’s agendas and low in terms of the sort of data that we’ve been gathering.

So, I’ll stop there or I can just turn it over again.

MR. THOMAS: 

Good morning, my name is Chris Thomas.  I’m Director of Elections for the State of Michigan.  It’s a pleasure to be here.  I thank the EAC and Karen for putting this together.

Data is a big deal, and on the Presidential Commission on Election Administration, they personally, in every single forum we went to, really asked for data, just continually mining for data, which really sort of brought up the view, to me, that there isn’t a lot of data in some specific areas.  So what I thought I’d look at today was really the question really from the election officials of what’s the question you want answered, you know?  What -- you want to focus on where you have problems or issues that you want to drill down and actually find those answers.  Now, when we’re in our defendant role in litigation, that’s real easy, you’ve got a lot motivation.  Someone has brought the issue to you and now you can drill down and do your data mining to try to justify what we’re doing.  So I thought I’d give a couple quick examples of where, in Michigan, we have asked these questions and it’s proved to quite beneficial.

So first of all we have this really nice relationship with DMOS.  They’re really good folks.  All good relationships, in case you didn’t know this, is built on good data, you know.  Without good data, you know, marriages, everything, it’s just you got to have data.  So…

[Laughter]

MR. THOMAS:

…it’s very important.  So we’ve worked with them.  They came in looking at our lower numbers on transactions from social service agencies and that being their focus.  We’ve worked with them for a number of years now trying to both study that and to determine, you know, what can be done by those agencies.  And, finally, after a few years it dawned on us, well, can we find out what the percentage of registration is for people that are constituents of these agencies.  So with that in mind we were able to pull together a match program getting the data from our social services departments and matching it against both voter registration and driver files.  And it was really pretty interesting, because everybody kind of works in their silos, right?  You’re just -- you’re in your silo, you think social services, so you think, well, that’s where people register to vote.  Well, first of all, we found that, basically, 77 percent of that population is registered to vote, which is not a bad number, obviously, room for improvement.  We found that over 70 percent of them had a driver’s license or a state personal ID.  And then, we started looking, well, where did they register?  So we’ve got that data in our voter registration file, at least for the most recent transaction.  And so, we find that 75 percent of that population are registers in the DMV.  They don’t register in the agencies.  They’ve got drivers license, they’re in there on a regular basis.  When they’re changing their driver’s license, that’s where they register to vote.  In the clerk’s office, it’s 11 percent.  And in some designated agencies it’s only nine percent.  So the numbers in the agencies are very low, but the population is being served and is being registered.  So this tells you something about the environment that you’re working in, that you would not normally have thought.  You would have normally thought, oh, well let’s look at the agencies.  If they have low transactions, then this population must be low on the registration side.  Not the case.

Another area we looked at was AutoMark.  Now AutoMark is a disability compliant system, not the most popular system with election officials.  They’re big, clunky, first generation attempts at marking optical scan ballots.  So from the discs that go into those programs, we’re able to mine a lot of data.  So we would start randomly pulling that data off of various precincts.  And of course, the locals didn’t realize that we can look at that, we can determine whether you turned it on Election Day, we can tell when it was coded, we can tell whether it was tested, the whole nine yards.  And so, that became a tool, both kind of a carrot and a stick, if you will, but provided some data that was absolutely necessary.  And also, with our e-poll book, from that I think everybody is learning the amount of data that can we mined.  And we’re looking now to see, well, who did they add, who was not on the file and did they finally get them in the registration, sort of drilling down into provisional and affidavit ballots.  


So, in conclusion I would just say, to election officials, you know, look at the questions that you need to be answered and then start looking at what data are available that might help inform you on how to administer those particular programs, thank you.

VICE-CHAIR HICKS:

Thank you Chris and I want to t hank all the panelists who spoke here today.  And being the moderator and having my own privilege here, I’m going to start with the questions.  And I want to thank Karen for the timers here, because I noticed they’re five-minute timers, if I turn them halfway through they’re two-and-a-half minutes, so that’s what we’re going to do for questions.  We are going to go through a few questions, and I have the timers here, so try to answer it as much as you can within two-and-a-half minutes so we can get as many as we can in that timeframe. 


Also, I want to remind our audience that this telecast will be archived on EAC.gov and our EAVS survey is on EAC.gov.  So if you haven’t already taken a look at it, download it and go through it much as you possibly can.


And with that, Chris since you went last I’m going to start with you.  Being from a state where the DMV and elections offices are so intertwined, do you have examples of non-traditional election data that might be collected to improve the surveys and elections? 

MR. THOMAS:

Well, the DMVs have a wealth of data available.  They -- you can find all kinds of things there.  We use it, for example, the question in all the states when voter ID becomes an issue is, “Well, who’s got an ID?”  And you can do a lot of data mining between your state voter registration file and the DMV to determine, you know, how that stands.  So that’s a good benchmark to begin that conversation.


We also look at -- we get name changes, which is a place where people will go and do name changes, not necessarily coming to voter registration to do that right away.  So it’s an area where you can start tracking people who have gotten lost, and your duplicates that in your file, you can put them together, often with DMV data. 


So we get a lot.  We’ve gotten all of our signatures, for example, that are on our voter registration files are all digitized signatures that come off the driver file.  We’ve picked up the last four Soc numbers all from -- very few of our registrants put their last four digits down, because most of them have driver’s licenses.  So we’re able to import all these last fours, match them up.  So we’ve got that as a data element, which is very, very helpful in any kind of comparisons that one tries to do with folks who have moved to other states.


So I would encourage anyone to look at DMVs.  They’re a wealth of data that can be very helpful.

VICE-CHAIR HICKS:

Thank you.  For election officials who are here, Chris, Dean and Neal, if one of you wants to answer this question.  What are some of the most seclusive and difficult data to collect?  And why do you think these data points are so important?  So, either one of you.
MR. KELLEY:

Well, I just -- if I could, a nod to Chris Thomas’ point.  At the end of his discussion was, you know, finding data that is critical and important to collect, and then, using that to improve your operation is something we’re always trying to do.  And one of the things that I really would like to collect, that I can’t, is the patterns of voters, and why they change from voting, let’s say, a vote-by-mail ballot to going into a polling place or voting early.  And I’m not talking about those that do it consistently.  So, if you look at a voter who’s using a permanent vote-by-mail ballot you could probably figure out why they’re doing it, perhaps where they live, you know, the distance to a polling place, there’s a lot of factors.  But we get voters that will switch between elections, and that’s very difficult to track and to collect, and why do they do that.  And so, why is it important?  I mean, for us it’s important, because we can shift resources and we may, as an example, put more greeters into a polling place to be able to capture those voters that come in with vote-by-mail ballots, and get them out of the line for voting in a traditional way.  


So, I would love to be able to collect that data, and would love to partner maybe with an academic to do that.  That would be my answer.

VICE-CHAIR HICKS:

Okay great, thank you.  Dean, you’re not off the hook.  So, as an election official from one of the largest jurisdictions in the country, what data collected from other jurisdictions has had an impact on your electoral process and data collection?  And is there any data that you provide to the state that you have seen have an impact nationwide?

MR. LOGAN:

So, I think from my perspective, and this piggybacks off of both what Chris and Neal have talked about as well, is it’s not so much data from other jurisdictions, it’s recognizing that there’s data available from other public agencies and external sources that can be really useful in cleaning up our data, and also predicting the behavior of our voters.  So I think there’s some great examples that are starting to take off.  We use a lot of information from the census data, in terms of race, ethnicity, education attainment, economic status, stuff that would not be appropriate for us to collect and to keep in our database, but that we can match our data against to -- for useful purposes. 


Neal has led some great efforts, in terms of voter file cleanup in California by matching the voter file against credit header data.  So, again, getting information that we would not necessarily keep in our data, but that can give us exact matches and help us predict the movement of voters.  And, of course, the ERIC program Pew has undertaken is a great example of that where we’re mixing data and getting results that we can use.  So I think those are probably the best examples that I can think of.  
In terms of what we’ve been able to do that maybe has influenced in the state and nationally is I’ll go back to my earlier comments, I think is really about -- it’s about usability, it’s about getting beyond the mere compliance with the law, and figuring out how can we use data to show the effectiveness of that.  So, the example I will use is that we did a lot of targeted outreach for online registration to voters -- or potential voters in the age demographic of 18 to 29 year olds, and we experimented with a couple different ways of doing that.  And while the performance of that age group is still statistically lower than any other age group, in our jurisdiction, and in California, what we have been able to demonstrate pretty clearly is that when voters -- potential voters in that age demographic register online versus registering on a paper form, they’re much more likely to show up and be repeated voters.  So, being able to focus efforts on online voter registration outreach, as opposed to traditional forms of outreach has been pretty useful in that sense.

VICE-CHAIR HICKS:

Okay, thank you.  Katy, you talked a little bit about cost.  Can you elaborate a little bit more on that, and then, tell us a little bit about your key stakeholders and what election data they commonly want or what election data do you think they need most?
 MS. OWENS-HUBER:

Well, policymakers are obviously very interested in what things cost, and also, what efficiencies can be created by certain policies.  So, where they might actually be able to make a policy that’s going to save election administrators money, for example, and being able to quantify that and have that data is really valuable when they’re looking at different policies.  So I think that cost is really something that would be great to be able to collect.  Again, I know that that’s a really elusive one and it varies so much from jurisdiction to jurisdiction, but I think that that’s something that they really look for.


And Charles mentioned the integrity piece.  I think that that’s absolutely important as well; that, are there people that are potentially voting fraudulently and that that information is something that they very frequently look for, as well. 


And then, the other big thing I would say is how are voters getting information?  How are voters knowing where to vote, how to register and that sort of thing?  We’ve seen an uptick in interest in that sort of data, as well.  And then, voter registration is just very big for policymakers right now, as well.  So, knowing how people register and that piece of different demographic groups and how they prefer to register I think is extremely important, as well.

VICE-CHAIR HICKS:

Great, thank you.  Charles, are there certain election statistics that you think are good or reliable and underutilized by people who study and administer elections?

DR. STEWART:
Yes, I do.  I guess the way that I would answer that question, it just occurred to me, that Neal provided a good way to think about this, the availability of good data.  So, you know, he mentioned this question about the mode that people vote in, and why people shift between one mode and the other.  So, that’s an important administrative question, because of how you deploy your resources, et cetera.  It also bumps up against a really important academic question, which is, what are campaigns doing, and how are voters responding to what campaigns are doing?  And, in particular, are voters moving between modes because of things intrinsic in voters or because of what they’re being stimulated to do by the activity of campaigns?  That’s a really important question.  
And it strikes – so, a couple of things, now, to get to answer Commissioner Hicks’ question, that thing number one is that, you know, there is data in the EAVS about the modes of voting, and it’s actually pretty -- I’ve been mining it recently and it’s pretty good.  And so, to begin to kind of unpack this question at a middle level, the EAVS is quite valuable, it gives us information from thousands of jurisdictions around the country, and we can follow jurisdictions now across, you know, every biennial election since, well, let’s say, 2008, when I become happy with the EAVS data.  Well, that’s several elections, and that’s just the beginning on the academic side of trying to answer some questions about voters moving at an aggregate level between modes of voting, and could also help to address some of these questions within an administration itself, is there a way of learning across jurisdictions why voters move across.  
But, the thing I would say there very quickly is, we don’t stop with the EAVS.  I think the EAVS is a good way of setting up at a middle level of answering some of these questions, but there’s also the voter rolls which can also be -- individual voter rolls that I think have been untapped, and then, finally, there’s other data at a much more aggregate level collected by the Census Bureau that can be used together.  So, the short answer is voting modes, great data available I think has been underutilized so far by academics. 
VICE-CHAIR HICKS:

Paul, you brought up an interesting point of how the EAC should be using this data throughout the two years that we are collecting it.  Can you elaborate a little bit more on how we should be using it?  And the other -- and then, I have a follow-up to that afterwards. 

MR. GRONKE:

Certainly, Karen wanted us not to say “I agree with the previous speaker” but I’m going to break that rule.

[Laughter]

MR. GRONKE:

Well, what Charles mentioned, and Neal, we actually have really good models of turnout.  So you should think about partnering with academics.  We have very good models.  Charles checked out my list, also using the voter files, we can do good predictions about mode. 


So what should the EAC be doing?  Well, you know, I think that academics will look at the EAC survey once it becomes more understood about the availability as an overtime measure of change, because that gives us such stronger leverage in understanding what jurisdictions or states have done, or what campaigns are doing that impacts the changes in these measures.  So, it’s not so much with -- I mean, what should you be doing?  Well, cleaning up the data would be nice, but I don’t think that’s in your mandate and I think other people are doing that.  You know, engaging with other stakeholder communities and academics, come to our conferences, see the kind of questions we are asking.  I mean, that would helpful.  But, I do think thinking of the data product itself is something that you can take ownership of and that is extremely valuable, not just that I understand that deadline report, I understand that, but for many of the people in this room I think the data itself are what are valuable.  So make sure that you develop the staffing, the resources to make sure that that product itself is something that is of the highest possible quality.
VICE-CHAIR HICKS:

And then, back to the other question that I have is, are there some big data applications that you’ve seen in other industries that would be helpful in the field of elections in our collection of data?

MR. GRONKE:

So, the one thing that Charles did not mention, this sings a song that Kim Brace has often been whistling for ten years, it’s getting really old, as well, so I think that political science has not been good about doing geospatial data, connecting geospatial information to either voter registration and helping to understand about mode usage and other things.  The other thing that’s coming to me is people have been talking about trying to disrupt the -- those private entities that collect and clean up registration data, and then sell it to other private entities, even though many of that data should be publicly available.  So I’ve begun to have people approach me about, are there ways that large technology industries can get to the voter history and voter registration files that are out there, and somehow magically transform them into some sort of easily accessible dataset.  That would also address one of your questions.  My key stakeholder is junior professors, right, people that aren’t going to be like Charles and do deep dives into the data and need quick accessibility.  I agree with Charles, the registration of voter history files are amazing but very hard to work with.  So that’s what I’m seeing from technology companies. They want to disrupt a new industry and that’s one they want to disrupt.
VICE-CHAIR HICKS:

Eric, do you have suggestions about what government can do -- can and should be doing to promote certain data or dispel myths or misunderstanding of certain data?

MR. FISCHER:
Well, that’s a very interesting question.  Of course, regrettably I can’t make recommendations. 

[Laughter]

DR. STEWART:


What do people say about this?

MR. FISCHER:
Some people may believe that they’re -- right, exactly yeah.  But, there obviously are -- I mean, the problem I think it really, you know, a lot of it depends on where people are sitting, essentially.  And how you get, you know -- so to determine what data one might want to promote, you have to figure out who are you promoting it for and for what purpose.  So, for example, I mean, we could take something that’s not at all controversial like voter ID.  And the question is, okay, do we know whether or not, number one, voter ID actually -- what are the impacts of voter ID?  There’s a lot of -- you know, there is evidence out there, but there’s disagreements about what the evidence says.  So the question is, how do you eliminate those disagreements or can you?  Is it entirely based on sort of the political side of the equation, and where perhaps even no amount of good data would actually influence things.  And then, the question is, well, what else do you do about that?  
Well, what should government do about voter ID and its utility and its potential negative impacts?  Now, one thing -- I also wanted to mention that one thing people haven’t talked so much about, yet, perhaps is the importance of trends and to determine what happens over time and how things are changing can be a very useful thing if you’re asking the right question.  So, that obviously takes a longer time series, and then there’s a question of what data are you collecting, what is the purpose of it, and so on and so forth.  But we did, as an example, CRS worked with two universities, Texas A&M and Oklahoma University, for three election cycles, 2004, 2006, and 2008, to do, essentially, opinion surveys of local election officials, because we couldn’t find any data on that, and the question was, what do the local election officials think of election reform?  We asked all sorts of different questions about them, but one of them had to do with the EAC.  And one of the things we found, one of the concerns was, because we’re always hearing, “Well, the EAC is a problem” and so on and so forth, early on, so we asked local election officials what were their attitudes about the EAC.  Did they find the EAC helpful?  And the two things that I just wanted to say with respect to that, one was that they found that -- in all years, they found that the functions that the EAC fulfilled were all useful.  They regarded those all as useful.  Whether or not they thought the EAC, per se, was helpful varied, and it increased from about 50 percent in 2006, which is the first year we asked the question, to 80 percent in 2008.  Now, we don’t know what happened there, but that trend was important in, I think, sort of indicating that people’s attitudes can change and one needs to determine whether or not, you know, what it is that you’re trying to get at when you’re asking the question.


So, that didn’t really answer your question, but I hope it was useful.

VICE-CHAIR COMMISSIONERS:

No, it did.  It’s very useful, actually.  So I want to ask one more question of Katy, and then, ask the audience if they have any questions.  There should be a microphone being passed around, and I ask that you actually ask a question and not give a dissertation.  That would be very helpful to continually move on. 


Katy, how can we use -- how can the EAC use data to convince local election officials that the information they provide does have a direct impact on the overall improvement of elections?  And are these data points that officials hesitate to collect because of negative ramifications, basically, going back to Eric’s point of voter ID?
MS. OWENS HUBLER:

Well, and I think that election officials, they need to see that the data is serving a purpose and that it has an effect on them and their work, as well.  So, if they see that data collection piece as being useful for them, I think that they’re much happier to be able to provide that information.  So, that’s a big piece of it.  And also, not trying to get a “gotcha” kind of piece; we’re not collecting this information to say, you’re doing this well, you’re doing this poorly, that sort of thing, but really to focus on that process improvement piece of it.

VICE-CHAIR HICKS:

That’s really great, really great and helpful.  So, we’re going to pass the mic around.  Does anyone have a question in the audience?  The man from the Humphrey School.  
MR. CHAPIN:

Thank you, a quick question for the panel, anyone.  Is there data we’re collecting now that we don’t need to be collecting, and if so, why?

MR. FISCHER:


If I could just say something about that, it’s -- I think it’s a very important question.  And, you know, I mentioned I used to be a biologist, and there was always this tension if you’re doing like an environmental monitoring program, and I was actually involved with some of these sorts of these things back in the day, but that are you -- are the data you’re collecting useful and why are you collecting it?  Or should you be using it for something else?  And there was always a tension between the sort of long-term data collection, where you may not actually even know what the data would be useful for, and eventually it turns out that, by golly, it’s useful for something.  And I won’t get into any examples, but there are plenty of examples of that.  And the tension becomes well, maybe the money that’s spent on collecting those data or whatever the resources are can be used for other things like immediate questions.  So, number one, determining -- I think it’s very important to try to figure out what are the kinds of data that either are or might be -- might reasonably be useful to collect over the long-term, and then, how do you determine what to do in terms of studies that collect data in the short term to answer specific research questions.
DR. STEWART:
Yeah, so it won’t be surprising my one-word answer is no.  I mean, I think that -- but – no, but.  So thing number one is to echo what Eric said, that in so many social phenomena we don’t quite -- we don’t know in the future what the next disaster is going to be in election administration, or the next thing that people are going to be worried about in election administration, and it’s going to be critical at that point for us to have data that can establish trends over time.  And so, that’s why I would be reluctant to just say, well, let’s just collect what’s been controversial recently, because we just won’t learn from that.  However, I think that we can learn how to collect the data more painlessly and maybe in different modes.  


So, for instance, the EAVS asks jurisdictions, what voting machines they’re using.  And from what I can tell the question gets asked every two years as if it‘s never been asked before, where there might be ways of repopulating, taking advantage of the fact that there’s a known set of voting machines in the world, et cetera, to make that easier to gather.  Similarly, as information systems are being built up and data standards are being created, it would seem to me, in fact, we’re seeing some of this already, that if you build your systems to just generate the data anyway, it becomes costless to provide the data.  So, rather than focus on what can we get rid of, I think it’s more useful at this point for us to focus on how can we make it painless to collect what we think we know to be valuable, or we are afraid will be valuable in the future.  
MR. FISCHER:

Doesn’t that get to some of the stuff like what Chris was saying with the AutoMark and electronic poll books?  

DR. STEWART:


Exactly.

MR. THOMAS:

Yeah, if I could chime in on this just real quickly, I think most of the data elements need to have a shelf life, and then, they need to be re-justified.  I’m speaking for election officials here, is that sometimes they keep going on and on, and they’ve got to  look at the complexity of some of it, the UOCAVA data.  For some reason, I would really question the validity of a lot of that data because the gradations of UOCAVA voters is so fine that I can guarantee you we are unable to educate local election officials as to what these categories are, and so, they’re plopping voters into various categories and I would not have a lot of confidence that they’re hitting the right ones, so, both on a level of, you know, shelf lifing this stuff to rejustify it and when new data requests come in to really have a strong justification as to why that’s necessary. 

VICE-CHAIR HICKS:


I’m going to let Dean answer and then move onto the next question.

MR. LOGAN:

Well, I would just have a slight twist on that.  I mean, I think there’s justification, and I can’t think of examples of data we shouldn’t be collecting, I think there are many examples of data that’s being collected and used to draw conclusions about the elections process that lacks context or that just merely isn’t enough.  So, I talked earlier about, you know, so we collect how many people use the one piece of equipment at a polling place that is legally complying with the disability access provisions.  That isn’t a measure for how effectively we’re meeting the needs of the disabled community.  Likewise, we collect data on who’s voting by mail and who’s voting in person, and we draw conclusions that because more people are moving towards vote-by-mail, then that’s the preference.  But we lack the context that we’re really only measuring two choices, we’re not measuring whether or not there’s actually a third alternative or a fourth alternative there that would be meaningful.  So, I think that in terms of looking at the justification we also need to be looking at what’s the effective conclusion that can be drawn from that or what other information do we need in order to back up that conclusion.
VICE-CHAIR HICKS:

And I just want to point out that that question was asked, for the folks at home, by Doug Chapin, and that the -- when people are asking questions to identify themselves a little bit.  And I think that that was an excellent question, but I think that we at the EAC need to look at, are we asking the right questions.  So, I think that that’s where we need to gear that to.  

Professor McDonald?

DR. McDONALD:

Michael McDonald, University of Florida, first, I’ll give a quick answer.  The FOBS that are outside of jurisdictions, rejected FOBS outside of jurisdiction, we probably don’t need to collect that data.  And I’ll talk about that more in my comments as well in the upcoming panel. 


But I have a question, a very important question.  Going back to Jan Leighley’s introduction, she was talking about how our data, at one point, is somebody that’s doing the data entry.  And this is a great panel.  I think this is a great discussion that we’re having here.  How do we develop communication strategies to talk to election officials at the local level about the importance of these data for all the sorts of reasons that we’ve been discussing on this panel?  

VICE-CHAIR HICKS:

Well, I’ll take a stab at that.  I think that folks going to our Website -- we’re revamping our Website right now so that the local election officials if they have Internet access can actually go, because we know that everyone can’t come to these conferences and can’t actually spend eight hours to watch these videos, but maybe they could be able to spend a little bit of time doing that.  I think that once our Website is up and running again, a little more efficiently, we’ll be able to disseminate that information out to local election officials in a more comprehensive manner. 

But if anyone else wants to chime in, Paul. 

MR. FISCHER:

Well, the one thing I would say Michael is that in my experience there’s actually a lot of good -- there are a lot of good applications of using data to improve election administration that then kind of die on the vine because they’re put in a circular file somewhere.  So I think back to when electronic poll books first came into use in Maryland, and this was when I was working with Pew more closely, and there were wonderful reports coming out of Maryland where they had all kinds of predictions, “Oh, elderly voters like to vote between noon and three p.m.” It seemed like no one -- that those reports, just, no one knew they were there or our old friend Gary Smith from Forsythe County.  So, I’ve tried to provide some space for these kinds of reports in ELJ, but I think somehow -- I mean, I would look to the associations -- I would blame Neal for this -- but I think somehow I think that information has to come out through the professional associations, and when somebody has a good report or when Dean Logan has something important somehow that gets conveyed out.  And particularly, you know this as well as anyone Michael, it’s the smaller jurisdictions that really need to learn this.  The Neals and the Deans I mean they’ve got staff out the wazoo, right?  But…

[Laughter]

MR. FISCHER:

We all know this, right? We’ve talked about this in so many -- it’s the big small problem, or what is it, the 80/20 problem here, right?  I mean, Dean’s got four million -- but the challenging jurisdictions are the, what is it, the tiny ones in California, the Shasta County, is that the one?  

MR. KELLEY:

Can I just -- I guess, maybe I’m pivoting a little bit on your question.  But kind of to Paul’s point, you know, election officials are sitting on piles of data that they’re not necessarily giving the EAC.  I mean, you know, the EAC is asking certain questions, but we are sitting on mounds of data.  And so, I’m a real strong advocate of increased transparency, and so, looking at this data and finding ways to get it out to the public this is a shameless plug.  ocvote.com/datacentral, which is kind of appropriate for this summit, we’re taking all of that data and just giving it to the public and saying, “You can do with it what you want, you can manipulate it, in terms of how you want to see it, graphically, et cetera”.  And so, you can see trends, kind of to the point that was made earlier and the trends in voter registration in cities and who’s returning ballots by certain parties.  So, the data is there.  We should be putting it out there for the public and we’re doing that in real time.
VICE-CHAIR HICKS:



Charles?

DR. STEWART:
Very quickly, so when I was a young pup Ph.D. student learning how to do public opinion surveys, one of the things that we learned was that whenever you were doing special like mail surveys, that you promise the people who are filling out the surveys that you would mail something back to them later on that would just describe the results of the survey.  And it strikes me that one of the things the EAC might want to think about is some sort of, you know -- a special part of the Website or a special mailer or something that goes back to local election officials, like right about now, which says, “This is what, you know, this is what we learned from you.  Thank you for filling out this data and this is what we learned from you.  Oh, by the way, here’s some states that didn’t provide any data.  But for those who did, this is the story that the data tell.”  I think that would help to really build up a community and ownership in the data.


The second thing is that I’m not trying to get myself invited to every state and local clerks’ meetings, but one of the things I’ve discovered is, I have given talks over the last few years to state clerks’ meetings where I draw my own survey research and some EAC data, as well, that just talk about national trends.  And I get tremendous feedback from those presentations.  And so, academics, commissioners, others can just talk to clerks and I think that would be an enormously valuable thing, too.

VICE-CHAIR HICKS:




I think we have time for just one last question.  
MR. GRONKE:

I think that is a great suggestion from Charles, particularly the smaller jurisdictions that just don’t feel appreciated. 

VICE-CHAIR HICKS:



Right.

MS. BISHOP:

Good morning, my name is Michelle Bishop.  I’m with the National Disability Rights Network.  I think a number of the issues that have come up today like compliance with the National Voter Registration Act, the rise in popularity of vote-by-mail, next generation voting equipment, are going to have a very serious impact on our successful fulfillment of HAVA as well as access to the vote for people with disabilities.  But I think we’ve traditionally failed to collect data in a way that gives us a robust understanding of where we currently stand, in terms of access to the vote.  And I’m wondering how we can leverage tools like this one to enhance that and if there are opportunities to change the types of questions we’re asking or how we’re asking them to give us better data to give us a fuller understanding to provide some future directions for providing access to the vote and really achieving a private and independent ballot. 

VICE-CHAIR HICKS:

I want to thank everyone on the panel today and I want to particularly thank Karen and her team for putting this summit together.  

I think we’re going to turn this over now to Matt Boehmer and move forward.  Thank you.

[Applause]

MR. BOEHMER:

My name is Matt Boehmer.  I’m the Director of the Federal Voting Assistance Program.  And thanks to the Commissioners and to the EAC for inviting me to speak with you today.  I love coming and talking to this community.  Not only am I in awe of you, I really appreciate the way that you guys come together to solve problems.  And you do it together as a community and you’re willing to step outside of the box.  So, I’m really happy that I get to be a part of this today.

As being relatively the new kid in this community I thought I needed a little extra help today, so I invited somebody to come along with me, somebody who knows a lot about a lot, somebody who would give me a little bit of support and somebody who could really help me tell the story.  So don’t worry Tammy, it’s not you, today because…

[Laughter]

MR. BOEHMER:



…I brought my mom.  My mom turned 70 this year and I really thought that she could help me tell the story to you guys today. 


In typical Boehmer birthday fashion we have a tendency to procrastinate in my family, particularly my older brother, myself and my younger sister.  So, when it comes to my mother’s birthday, all of us, usually, and you guys have probably done this as well, are on the phone with the florist on the birthday morning, ordering flowers, so that they’re delivered that afternoon.  So, eventually, every single birthday, or probably for the last 15 years, my mother gets three arrangements of flowers, one from each of us.  You would think that we would be, “A”, clever enough to get together and do this, but three sets of flowers.  My mom being the great mom that she is never says a word but, you know, she knows that we did it that morning.  So, for her 70th birthday I wanted to do something different.  I wanted to show her how much I appreciated her being a mom and I didn’t want to send flowers this year.  So what did I do?  I found out from my dad that my mom has been really looking at these pair of shoes.  I’m like perfect.  I knew this two months out.  I also, since I was this tall, knew the date of my mother’s birthday.  So that process was all in place.  All it needed was this little word called execution.  So, lo and behold, what happened?  The day before my mother’s birthday I still hadn’t ordered those shoes.  So, I hop online, I go to zappos.com, I find my mother’s shoes, find the size and go to check out.  I did absolutely what we all do when you need something shipped the next day, you close your eyes, you hit the button that says “ship next day” and you don’t care how much the price is.  You just know that it’s going to get there the next day.  When I opened my eyes and peaked through my closed hand, I realize that a message had popped up and it said, “Thank you for being a valued Zappos customer.  We are going to deliver your product to your recipient next day at no charge.”  I was like, “Wow, my mother’s shoes are going to get to her on time and I don’t have to pay for it.  And she doesn’t have  to know about it.”  So I continued to finish my order, it was confirmed.  Two hours later I got an e-mail from Zappos saying that, “Your order is shipped” and then, the next day sometime in the early afternoon I got an e-mail that said “Your package has been delivered.  It’s on your mother’s front steps behind a bush.”  When I went to call my mom that night to wish her a happy birthday, she was so excited about the gift.  She thought it was incredibly thoughtful, it’s something that she had wanted and she had only received one arrangement of flowers that year for her birthday.  Everyone was happy with this experience, satisfied.  They had a satisfied valued customer, myself.  Zappos.com was satisfied.  Not only did they have a good experience from me and they know that I’m going to come back, but they also have a new customer in my mom.  And most importantly, my mom was satisfied.  She had a great birthday, my gift arrived.  I got to be the hero.  There’s probably only two people in the story that weren’t as happy, and that happens to be my older brother and my younger sister…
[Laughter]

MR. BOEHMER:

...because, once again, the middle child shamed them all, was the hero of the day.  
So, really, why I tell you this story is really because when we start talking about Americans and what we expect, not only in our everyday purchasing power but particularly with our online purchasing, that we expect customer service.  It’s not even something that we consider to be extraordinary, it’s what we expect.  So let’s take that world of customer service and consumer behavior into the world of voting, and what if we did that even more particularly, with my area of the military and the overseas voter, because the military and overseas voter are no different than we as American consumers back here, domestically.  They come from this environment.  So why would they expect anything less?  So, I would say that we need to make sure that our military voters are considered American consumers and that we start thinking about the processes and the things that we ask them to do with that mindset.  
So, thinking about that and going back to the Zappos example, we have this idea that you order something, you get confirmation of that order, that order is shipped, confirmed receipt, and most of the time we’re going to get a customer satisfaction survey that says, “Tell me about your experience as a customer.  Did we deliver?  Did the product meet expectation?  And did we, as a company and as a brand, meet those expectations to you?”  What if we were to apply that to our voters?  And again, this is just me thinking outside of the box here, it doesn’t have to look like this, but what if a military member would fill out the federal postcard application, they actually sent that to their election office and they got receipt or a confirmation of that, that the FPCA was received by their local election official?  And it doesn’t necessarily have to be “we got it” and you move on, but maybe we use that as an opportunity to push more information out to them.  What if we told them things like, “You could expect your ballot at this time”?  “If you were to move in the meantime, please make sure you let me know that you’ve changed your address so that that ballot can get to you.”  So we start using this as a way to communicate with our voters.  And I think that you will hear about communication and education as we continue throughout the data summit. But then they get their ballot, fill out their ballot, sign their ballot and send it in, and instead of it going out into some black hole that our voters have no idea if it was received by the election official and counted, what if they got, again, confirmation?  Maybe that confirmation at the time is “We’ve received your ballot.”  Maybe it’s “We received and it was counted” or maybe at some point later they get a confirmation that their ballot was counted.  
All of this comes together with this whole idea that we treat the voter as a consumer and all the expectations that we have as consumers in the brand marketplace when we go buy shoes, when you order something online that that same expectation should be what our voters have.  So, we ask ourselves, well how do we do this then?  If we’re going to start treating our voters as customers, what should we do?  And I say simply, all we have to do is look at Zappos.  Tony Hsieh the CEO of Zappos says, “You deliver the wow philosophy.”  And that philosophy is really quite simple, you deliver the best customer service every single time, every day, to every customer, so that they know exactly what to expect.  So if we were to take on this realm of voting and customer service and treating our voters as consumers, we would do it with something like that in mind, the wow philosophy.

Now it’s not to say that we don’t currently already have customer service in our operations, right?  This cartoon isn’t necessarily to say that we’re not doing customer service, because you guys know you are.  The Federal Voting Assistance Program does it in our shop.  We operate a call center.  We answer e-mails from voters.  I travel all around the country to election conferences and I hear firsthand from local election officials how they’re helping our voters.  It’s amazing the extraordinary circumstances that I’ve heard in terms of how our local election officials are reaching out, particularly to the military voter, to make sure that they have everything that they need.  I’ve heard stories of local election officials going to bases when units are about ready to be deployed unexpectedly, helping them fill out their federal postcard applications and making sure that those get processed.  That’s customer service.  So we’re already doing that sort of work.  But I would say, are we doing it well, and are we delivering that wow experience?  All we have to do, probably, is take a look at some data to tell us that -- to tell us really what the answer is.  And I’ll let you decide what that answer really is.  I’m not going to tell it to you.  
At the Federal Voting Assistance Program, we do a survey of active duty members after election.  So, the 2014, we had a post-election survey.  67 percent of the active duty personnel said they were not confident that their ballot was counted, which means, only a third of our military think that their ballot was counted.  Now, before we all start pulling out the EAVS survey and saying, “Well, that’s impossible” we probably know that in reality that’s not correct, right? It’s impossible 67 percent of ballots rejected and not counted.  But does that really matter? It’s a perception.  Our military members have this perception that they don’t think their ballot was counted.  35 percent of the active duty military, in this survey, said that they didn’t know how to request their ballot or they thought the process was hard.  
So, imagine Tony Hsieh sitting downs with his executive team at Zappos and they had these two statistics right in front of them.  Holy crud, right, there’s a problem here.  From an online retailer standpoint, somebody is probably not very happy about this.  This probably is something that somebody would say is really serious.  What I would say, these are challenges that we need to overcome as a community, and I think that we can overcome these together.  So, what I’m looking at are some opportunities.  What can we do in our community as opportunities to improve these particular statistics?  As I mentioned, one of the things we’re probably going to hear about a lot, in terms of this data summit, are not the only word data are we going to hear over the next couple of days, and you will hear a lot of data is, data are, this data, these data, we’re going to hear a lot of that, but I think the other thing we’re going to hear a lot about is this idea of communication and education.  And it’s something that I’ve taken to heart as I became the Director of the Federal Voting Assistance Program.  It’s something that I think that we can do better and it’s something that I think our military members deserve.

So, communication to our voters used to primarily happen between the network of our voting assistance officers.  This network of folks in the military, we pushed out information, and we relied on them to push it out to the active duty force.  While we’re still doing that, what we really realized is the fact that we needed to reach the voter directly, to him or herself.  We need to outreach and get our message out directly to that voter, so they can hear it from us about what this is really all about.  So we created a whole suite of marketing materials, places on our Website that our voters could go, directly, to get this information.  We also followed another Zappos principle which is, make your contact information visible.  We’ve all had experiences going out on Websites, and you just want to call and ask a question.  How many times is that number on like the ninth page you have to go down? It’s in the bottom right-hand corner sneaking down about ten pages before you can even find the number.  Online retailers and consumer brands don’t want you to talk to them.  They want you to e-mail them, they want you to do chats, but sometimes you just want to talk to somebody.  So we’ve put that our 1-800 number on the very front page of our Website, right in the middle, and it’s an idea that Zappos has, and says, “Hey, listen, talking to our customers is important.  It doesn’t matter how long that call takes, we want to make sure that we understand the concerns of our customer.”



We also wanted to take this idea of education and direct outreach to the voter and figure out how could we do this better?  Could we recognize the fact that 50 percent of the military is age 30 or under?  Could we recognize the fact that we have an active duty force that is young, that are used to seeing information in different ways, and that maybe we needed to adjust the way we give them information to the way that they want to receive information.  If you haven’t seen this, I would suggest that you go onto YouTube, it’s dollarshave.com.  They’ve got a really, really funny advertisement there, known nationally and across the advertising and branding world, has really taken social media by storm.  And it’s this whole idea of making fun of something in order to get some information across.  So, I am pleased to announce that we just completed a six-minute, not an hour, not an hour-and-a-half, not death by PowerPoint, but a six-minute video that the members of our Armed Forces and anybody who’s interested in how to vote absentee, using the federal postcard application and all the information that you would need, we’ve just finished that.  And so, we’ll be hopefully releasing that soon and look forward to seeing it.  

The other thing besides communication and education as an opportunity is this whole idea of collecting customer service data.  It’s a whole new realm that we could add, not only to take the EAVS survey data, which is transactionally based, but what if we had attitudinal data that we could take a look at, to say, what’s going on with customers’ experience?  How can we improve that customer service?  What’s missing?  What do we need to add?  Are there any things that our customers need that we’re not giving them?  So, I would suggest that having us collect this data is going to be something that’s going to be really important, because when you add it to the transactional data, it’s going to help tell a story, and a story that I don’t think we’ve really heard or have been able to interpret since.  
And then finally, no matter how we do it, could we implement some sort of customer service systems, right? We’ve heard a lot about end-to-end verifiable, what, right?  It doesn’t have to be that word that we don’t say.  What about end-to-end verifiable customer service management systems, where we can actually understand, communicate, and get data, and understand the problems of our consumers?  

So, I wanted to leave you with one last thought today, which is why is this so important?  Why am I taking 15 minutes of your busy day today at a data summit to talk about customer service?  It’s because, we, as American consumers, we have so many choices about brands. We’re loyal to these brands for many different reasons, the product is good, but most of us stay loyal to a brand because of customer service, and you just don’t even realize it.  We have choices in this marketplace.  If I’m unhappy with Toyota, I can go to Mazda, unhappy with Tide Detergent, there’s Gain, Google, Yahoo, Coke, Pepsi.  We have tons of choices in this consumer marketplace.  But then, I ask the question, what choice does our military and overseas voter have when they’re not satisfied with the customer service that they’re getting, or that when we’re not providing them the service they think that they need?  And I think here’s the answer, nothing, right?  I think the more likelihood is the fact that they think that it’s going to be so hard, they don’t understand the process, that they simply will just choose not to vote.  And I would say that everybody in this room sees that as unacceptable.  

So, for the men and women of the armed forces who protect our country every day, who defend our freedom and our rights to have all of these consumer brands in our life, that gives me the opportunity to go online and buy my mom a gift from Zappos.com, I think we owe them this wow philosophy.  We owe them customer service that is no better, no worse than what they expect from their normal consumer marketplace.  They deserve it.  They deserve that wow factor.  So I would say, we, as an elections community, we band together and we say this is important.  We need the data, we need these systems.  So I’m asking us, in this environment, is can we be brave, can we be bold, and can we be a shoe company?  

Thanks. 

[Applause]

CHAIRWOMAN McCORMICK:
Wow, so now we’ve got Amber McReynolds from Denver to give us our next Ted talk.  Thanks for coming over. 

MS. McREYNOLDS:

Yeah, you’re welcome.  Let’s see, okay let’s make sure that’s on.  My name is Amber McReynolds. 

I’m the Director of Elections for the City and County of Denver, in beautiful Colorado.  Denver is known as the Mile High City, if you didn’t know that and we’ve got a beautiful picture of it up here.  


What I wanted to – well, first off, Matt did a great presentation.  I just want make sure I noted that, because I think it was pretty amazing and very customer focused, which you’ll see that I’m going to talk quite a bit about customer experience today.  


But I want to start with a pretty simple question, relative to elections, but also just relative to our everyday lives, and that is, what do you do with an idea, especially an idea that might be different or daring or maybe a little wild or even weird?  What do you do with that idea?  Do you sort of set it off to the side and say, “Hey that’s not going to work, we know that’s not going to work, we’ve always done it this way, we shouldn’t look at that”? Or are you going to consider it and nourish it and develop it and promote it, even, or look at it further?  And the importance of creation of new ideas or anything that we do in elections or in our everyday lives is that there’s a powerful tool that can help us to define it, develop it, promote it, and eventually, on the backend, measure it, and that is data.  And that’s the power of data behind creating a new idea or looking at something in a different way.

And my first experience in life with learning how to look at things differently was when I was about four years old and my dad -- I had a sister who was three, and my dad would constantly stand on his head or walk on his hands.  And we thought it was the funniest thing ever.  He would tip over and we would find that extremely funny and laugh.  And this went on and on for a few months, and I finally said, “Dad why do you keep doing that?  It’s so funny, but why do you keep doing that?”  And he said, “Well, don’t you want to learn how to see things differently?”  And I said, “Well yeah.”  So, then I started standing on my head and…

[Laughter]

MS. McREYNOLDS:

...walking on my hands and we all sort of learned to do this.  And I think it’s an important story because at a young age, at four, he taught me how to see things differently simply by standing on my head.  
And so, we’ve done that in Denver, and we’ve done a couple different things relating to sort of customers.  And our vision has primarily focused on using data and metrics to improve the customers’ experience.  In our case, the voters also could be candidates, campaigns, academics, other election offices, researchers.  Really, anybody could potentially be our customer.  And we have created a value stream that the central core concept is the idea of customer, and then, we’ve created various values that have come off of that in terms of everything that’s we’ve done to improve the voter’s experience or the customer’s experience.  And this depicts sort of a listing of some of those values which we find to be important when we’re developing new technology and new ideas.  
So, with this sort of very customer centric vision, what have we done in Denver to advance this theory around customer experience?  And, at the core of everything we’ve done, the customer is number one.  And Matt I think talked about this at length in the last presentation, but it is key and it isn’t something that’s always been done in election administration.  Usually we sort of focus on what is the law first, what are the rules, and how do we sort of go about our daily business?  But when you actually look at sort of the customer experience and how the voters interact with your office, you can make the most measurable differences in their experience.  

And there’s a couple different areas where we’ve done things to sort of move the mark, if you will, and make improvements in election administration.  One of those areas is operational innovation.  And, in particular, I wanted to bring up a couple of slides and I’m going to show a few different examples of how we’ve used data to sort of implement change within our office.  This shows the number of hotline calls.  So, this is our voter hotline and we track call volume, as well as very specific data and metrics associated with what voters call our office about.  And the one thing that I want to point out on this slide is that there’s different ways of using data.  There’s macro data and there’s also micro data.  And -- very two different concepts, two different datasets.  An example on this chart of macro data is just the total number of calls, so 2008, we had over 57,000 calls into our voter hotline, 2014, that went down to just over 6,100.  It’s great to know the total number of calls, but what does it really tell us in the context of comparing to other elections or looking specifically at why the voters are calling our office?  So it’s great to know the total number.  I’m sure many offices know the total number of calls they got, but how much do they know within that sort of big number?  How many calls were about mail ballots?  How many calls were about voter registration?  How many calls were about how to find a polling place or where to go vote?  How many calls were about campaign finance? So, if we can sort of dig down deep into the data and answer those questions, we’re going to be able to make more change and move the mark in a more positive way as we look at customer service.

The other piece that this slide shows is how to present data differently.  So, yes, it’s great that we have the total number of calls, but how is that relevant to the voter specifically, or the election specifically?  So, I’ve broken it down, in 2008, that 57,000 calls meant that one in five of our voters who voted in that election had to call us and ask us something.  That’s a terrible, horrible result.  And we looked at that and said, how do we proactively communicate information to voters in the future, so that we can reduce that call volume and make it easier for voters to access information?  So, calls to clicks, if you will.  By 2014, we moved that to one in 38 voters.  And this -- by presenting the metric in that way we can actually compare similar and like elections given that sort of breakdown considering turnout.


The other piece of this data that I’ve got up here today is also about first call resolution.  And so, one of the things -- it’s great to know the total number of calls, but of those total number of calls that an election office gets, how many got resolved by the very first agent that the voter talked to?  A lot of us have had an experience where we call a business or a bank or, you know, some sort of business to get customer service, and it’s very frustrating to get transferred.  So, in 2008, we were only at a 67 percent first-call resolution, meaning that over a third of our calls had to get transferred to somebody else to answer.  And we felt that was a very bad metric, and so, we’ve been taking steps since 2008 to move the mark on that.  And in our most recent general election we were at a 98 percent first-call resolution, meaning that only two percent of those 6,100 calls had to get answered by a different person that -- than the one that picked up the phone initially.  So this is tremendously powerful data.  It gives us an ability to make significant changes within our office, as well as improve the voters’ experience overall. 


Another example of the way we’ve used data, and this is very internal to the office, but it does a few different things.  This is the average number of ballots processed by an Election Day -- by an election judge on Election Day.  And we’ve looked at that over time and we -- all of our staff is actually trained in lean principles and eliminating waste.  And this is one of the baseline metrics that we’ve used to move the mark and get more efficient and generate cost savings.  So, when we look at, you know, whether or not we need to implement new equipment or how we can improve a process, this is very much the metric that we look at.  And you can see that we have a marketable improvement since 2010, which is what this graph shows.

Another example of operational use of data is when it comes to technical implementation of equipment.  So, we were trying to make a decision on whether or not we wanted to procure a new piece of equipment that would sort of improve various processes within our mail ballot processing area, and one of the metrics is we wanted to look at how many mail pieces per hour an election judge could process.  And the equipment itself, you know, based on what the vendor provided to us, we were able to make some projections, and then, after the fact we’ve done an analysis of how that implementation went.  Prior to the equipment, an election judge could do about 515 mail pieces per hour.  After the equipment, that went up to 2,000 mail pieces per hour, so, four times better than what we were doing before.  

So, those are some operational examples, and now I want to give some policy examples of where we’ve used data and how we’ve made an improvement in our process.  The Colorado model now has a few different components.  Most of you have heard, you know, something about our new model, but essentially, it’s ballot delivery.  And I very specifically say that.  I don’t call it vote-by-mail.  And the main reason why is that most voters actually return their ballot in person, as opposed to using the Post Office to mail it back.  We also have proactive list maintenance, and we have in-person voting options at voter service centers.  And we also modernized the voter registration process.  
And one of the biggest stories, out of our modernization, has to do with provisional ballots.  And when the legislature was considering a move for this new model, Colorado was already performing very well amongst states, in terms out of turnout.  In the Pew Election Performance Index, Colorado was number three after the 2012 election.  And we wanted to look at, you know, continuing to improve sort of the performance of elections within Colorado, but specifically, around the voters’ experience.  And when we look at 2012, we had 65 -- over 65,000 ballots cast, as a provisional, statewide, and the majority of those counted.  So we had a 92 percent count rate of the 65,000 ballots that got cast.  And what that means is those ballots all eventually ended up getting counted, but they got counted two or three weeks after the election.  And they also cost about ten times as much to process.  So we looked at this metric, and we said, there’s no reason for us to be having all these provisionals cast.  What can we do, from a policy perspective, to improve that metric?  And so, when we got our new modernized Colorado election model, the result of that, for the 2014 general election, was less than 1,000 provisionals cast statewide.  So we went from two-and-a-half percentage of our ballots being provisional to .04 percent in the last general election.  This is a huge cost savings, and I can’t emphasize that enough.  This is probably one of the biggest cost savings and efficiencies that we’ve seen in our new model, and it directly improves the voter’s experience.  The voter didn’t have to wait as long to get their ballot cast, they didn’t have to wait in a long line to go through this provisional process, and they’re, also, as taxpayers, realizing significant savings from the election being more efficient for them.  

And finally, we’ve done some improvements in terms of technology.  And Matt did -- I really enjoyed Matt’s presentation, because his suggestion about creating sort of a customer service delivery system for voters, so that they would know if their ballot got counted, is being done, amazingly enough, at least on a very specific form.  And that system, for us in Denver, is Ballot TRACE.  And if you remember a few slides ago when I talked about the hotline calls, and that one in five voters had to call our office to get information in 2008, within that data, the number one call or the number one reason that voters called our office was about the status of their mail ballot.  So they wanted to know when  we were going to send it, whether or not we had sent  it, had it come to them yet, did it -- did we receive it on the backend, and was it counted.  So those were all our top calls in 2008, were about a mail ballot.  And we sat down in 2009, and said, “Given this data, given how many voters contacted our office for this, how do we create a system where we can proactively communicate that information to voters, so that they don’t have to call us and ask us about it?”  And so, Ballot TRACE was born.  Ballot TRACE is a ballot tracking, reporting and communication engine, so it allows voters to opt in with their cell phone number or e-mail address, and then, we will automatically push the information about the status of their mail ballot to them.  So they get a message on when it was mailed -- when it was printed, when it was mailed, when it’s with their postal carrier, and then, all the way on the backend, again.  So they’ll get messages about once it’s been received and verified and sent into the counting room.  Our customer service agents also use Ballot TRACE to look up information.  If there are still voters that call, they can basically look it up for them, and then, by the way, suggest that they become a Ballot TRACE subscriber if they do call us about it.  And then, for us, on the administration side of things, we also now, because of this system and because of intelligent mail bar coding, we know where all of our ballots are.  So when people bring up fraud, or say that, you know, no one knows where the ballots are, we actually do know, and we have data and we have technology, now, that we can track that. 

Another example of sort of a customer-base solution and system is our new Denver E-sign application and that is a digital petition application.  And it was designed with our customers in mind that are candidates, circulators or campaigns that are trying to get access to the ballot.  And, as you all know, the paper petition process is very inefficient, it’s very unsecure, it’s not very accessible, and candidates and campaigns really have no idea where they are in the process.  So they have to collect a lot more signatures that they really need, which creates inefficiencies for election offices.  So, we basically have digitized the petition process.  Candidates have a dashboard.  They can see exactly where they are in terms of conditional validation of their signatures.  And voters have a more secure way of actually signing a petition.  So, we don’t have paper petitions floating around in people’s cars with signatures and personal information on them.  

And the results of that are also pretty staggering.  So, candidates and campaigns that used E-sign in our May municipal election had a three percent rejection rate.  So, 97 percent of their signatures submitted were validated and accepted.  Candidates that used the paper process only had a 29 percent -- they had a 29 percent rejection rate, and only a 71 percent acceptance rate.  So, a huge marketable difference between the two, in terms of efficiencies for the customer, meaning the candidate or the campaign, and then, on the backend for us, it’s much more efficient for us to process petitions that are typed out from a computer application, as opposed to handwriting by the voter.

So, all of this sort of plays into the future of what this looks like.  And we have approached election administration in a customer centric way, put it at the core of everything that we’ve done, and we’ve honestly had tremendous success with different technologies that we’ve implemented, policy changes that have come about, and operational efficiencies within the office.  


And so, back to the question of, what do we do with an idea.  Data is the powerful tool that we can use to define it, to develop it, to promote it, and then, to measure it, on the backend.  So, really, the possibilities are endless for the future of election administration, if we’re able to focus on the customer and focus on data and how to improve the process for that particular customer.


So, with that, thank you very much.

[Applause]

CHAIRWOMAN McCORMICK:
Thank you so much, Amber, all that from standing on your head.  I think I need to learn how to do that.


So, we’ve got a break until 11:30, and at that time if you could all be back here in your seats and ready to go, Commissioner Masterson will head up our next panel on data.  So, thanks so much.



***

[Recess from 11:06 a.m. until 11:31 a.m.]
***

COMMISSIONER MASTERSON:
Welcome back, we’re going to open up panel number two.  I’m Commissioner Matt Masterson, one of the Commissioners with the Election Assistance Commission, and I want to tee-up this panel for us.  There’s -- as you might have kind of heard with Commissioner Hicks’ opening comments, there’s become kind of a friendly competition or rivalry between the Commissioners on which panel is the best, and actually, through objective data, my panel was voted the best already.

[Laughter]

COMMISSIONER MASTERSON:

So, I think that’s a really good start.  Congratulations to all of you and thank you for participating.  

Before I get started, I want to thank and reiterate the comments made by my fellow Commissioners, thank the EAC staff, Karen Lynn Dyson, Deanna Smith, Bert Benavides, Shirley, and Henry.  I was joking with Henry and Deanna, they’re now the Sally Jesse Raphael and Phil Donahue of the EAC, running around with those mics, so, thank you for stepping up and being willing to do all of that.  And thank you to all of you for participating and those of you on the Webcast, as well.

This second panel entitled “Creating Bridges Between Data and Practice: How Are Election Data Being Collected and Used to Administer  Elections” is going to take us one step lower beneath the surface on how are election officials, how are academics, how are groups using this data to help inform and improve processes.  We’re going to focus on providing you all with specific information and techniques, technologies that can be used to collect and use this data effectively and efficiently.  We’re going to explore how various technologies and certain metrics can be used to improve how elections are administered.  And we’re going to look at both traditional and non-traditional data, how it can be collected efficiently and used to help improve the elections process.  And in doing this we’re also going to start to delve into what technologies are out there now, what were out there before and what do we expect from our technology as we move forward to help better produce data that can be meaningful to election officials and others as they work to improve the administration of elections, and then, in turn, how can core competencies, what core competencies do we ask our election administrators to have in order to take this data and make it usable.  So, that will be the focus of the discussion today.

And to start out I’ll go through and introduce each one of the panelists, and then, ask the panelists after I introduce each one of you, we’ll start off with Dana and go to Kathleen and kind of work out way down the line to give your opening remarks, if that’s all right.

So, I’ll start by introducing Dana Chisnell, who’s familiar to almost all of us here in the room from the Center for Civic Design, you know.  She’s the usability guru for all of us in elections, and Dana, thank you for being here.  Then, we have Dr. Kathleen Hale, from Auburn University and the Election Center, you know, very familiar to all of us in elections, as well.  In addition, she helps administer the Election Center’s benchmarking taskforce, which is focused on looking at election data and using it to help improve election administration.  So Dr. Hale, thank you for being here.  Dr. Thad Hall, who is the co-author of “Evaluating Elections: A Handbook of Methods and Standards” from FMG now, is that correct, and has been in and around this elections world and looking at election data for awhile now, right?  I don’t want to call you old, so we’ll just say awhile. 

[Laughter]

COMMISSIONER MASTERSON:

Next to me, on my left, is Secretary of State Mark Martin, from the State of Arkansas.  Secretary Martin was elected in 2010 and is the 33rd Secretary of State of the State of Arkansas, and thank you for being here Secretary Martin.  On his left is someone that we’re already familiar with and that’s Amber McReynolds, the Director of Elections from Denver.  And you already got a tasty preview of what Amber is going to offer us, here in this panel, on her use of elections data to create efficiencies and cost savings, which is something I really want to hone in on, here in this panel, to help serve election administrators, because I think one of the core principles, here, as we look at using data is how can we use it to create cost savings, with so many election officials having budgets that are so tight, having to make tough decisions around processes.  So Amber, thank you for being here.  Next to Amber is her colleague from Colorado, Jennifer Morrell.  She’s the Director of Elections in Arapahoe County, Colorado, and is also formerly of Utah and worked out in Utah in collecting data and using data, and proudly calls herself a data geek.  So, Jennifer, thank you for being here and I look forward to hearing from you.  And finally, last, but certainly not least, is John Wack from the National Institute of Standards and Technology.  John is familiar to all of us who have been working in and around the voting technology realm, really since the creation of the first VVSG back in 2005, and John has been an integral part in the development of the common data format, in the IEEE’s work to develop common data format, to be used in election systems.  And we’re going to get into a lot of talk about data formatting and data standardization as we look at the election systems.  So John, thank you very much for being here and participating.

So with that, Dana I’ll tee you up and ask you to speak about, not only your experience in elections, but your current work that you’re doing and how you’re using data to improve government efficiency.

MS. CHISNELL:


Okay, so my name is Dana Chisnell.  I’m a co-director at the Center for Civic Design and I do applied research for   the U.S. Digital Service in the White House.  So, the kind of work that we do is to take qualitative data, that is direct observation of behavior, along with interviews with people, human beings, real live human beings in three dimensions, about their experiences with whatever it is, in terms of elections, that surround registering and voting and elections, generally, to understand what that interaction is like.  Is it frustrating?  Is it mystifying?  Or is it actually delightful and exciting?  And so, while a lot of the quantitative data that everybody has been talking about here, so far, show what is happening, our work looks at why those things are happening.  So, while a lot of the work that we do is around voter experience, we really look at a lot of -- all of this, from solving upstream and downstream problems for election administrators.  And this is true in the work that I do at the Digital Service, as well.  By focusing on the user and improving that experience, that interaction with government, we can look at a whole host of things that now are smoother, more efficient, more effective throughout the entire process. 

So, by making it more likely that voters can vote the way that they intend, this makes all the work for everybody, including poll workers, election administrators, at all the different levels, easier.  It makes counting more reliable, makes audits easier and more straightforward, and we can answer some of Neal’s questions about why voters switch voting methods, those kinds of things.  But, we also work on usability and accessibility for poll workers.  When we focus on making things efficient and effective and satisfying for poll workers, it turns out that the integrity of elections is better, performance in polling places is better.  And so, when we look at things like electronic poll books, which more and more jurisdictions are using, for example, this makes an enormous difference.  If it’s easy to use, it makes it easier to train and easier to conduct an election on Election Day.  

Whitney Quesenbery, my partner at the Center for Civic Design, also worked with NIST on the roadmap for usability and accessibility for the future VVSG.  And one important aspect of the roadmap was, not only looking at usability and accessibility of the voting system, but taking into account what data is generated by the voting system that can we used to look at what’s actually happening, and so, one of the guiding principles in the roadmap is looking at actual election data from the voting systems, and understanding the features that are being used from an accessibility point of view.  Previously, in existing voting systems, you can see what accessibility features are being used, but unfortunately most of them are attached to the cast vote record.  So there’s a lot of ethics involved there.  Our -- the recommendation in the roadmap is to detach those things, uncouple those things, so you have both the cast vote record and information about who’s using what features and why, and this can inform future improvements in the design of a voting system and how the ballot works for voters.

So, all of the work that I work on is understanding the difference between what people actually -- what people say, what they might say in surveys or questionnaires, and what they actually do.  We know that there are different things happening there and the difference in the data gives us some great insights.  The only way that we know of to close that gap is to actually interact with the human beings and observe them directly.  

So, that’s the kind of stuff that we are working on.  
COMMISSIONER MASTERSON:

Thank you.  Karen just reminded me to remind speakers, although Dana you stayed right on the five-minute mark, to use the timers, or I’ll have to get out the buzzer and just buzz you. 

[Laughter]

COMMISSIONER MASTERSON:

So -- or Henry can bring the hook out also and just hook you.  So go ahead, Dr. Hale, you’re on the timer. 

DR. HALE:

Excellent, I’ll turn the timer on.  Is my mic on?  I’m not sure. 

COMMISSIONER MASTERSON:



Just go and they’ll turn you on.

DR. HALE:

Okay, all right I’ll go.  So, I’m Kathleen Hale at Auburn University.  I’m an academic and an applied researcher.  And to give you some context for some of my remarks, what I study is the flow of information and innovation in intergovernmental systems.  And so, elections are a willing and very exciting host for that kind of work.


Matt asked me to talk today about some of the skills and the training that might be useful for election administrators as they approach the idea of working with data in their home offices, and some of the ways that researchers can think about these things when trying to make those connections between data and practice.

So, I want to set this up with just a couple of general principles that are useful I think for professional development in this area.  I’ll start with a couple of concepts that I’m sure are familiar to everybody in the room about data collection, and I’ll do this quickly so that we don’t glaze over too much.  
I want to -- we want to think about election administrators and skills, in terms of being able to understand data that are conceptually valid; that the number that we’re looking at actually represents the thing that we want it to represent.  This sounds very simple.  It’s actually very hard to do, in practice.  We also want to make sure that our methods and our measurements are reliable; that what we measure tomorrow is actually conceptually the same thing that we measured yesterday or last year or last election or two years from now.  And so, that’s what we mean, essentially, by that. 

We also want to make sure that we’re transparent in our research processes and that means at least two things; that we’re transparent about the things that we do so that those who come after us can replicate, and also, that we’re transparent about the limitations of our data, because it is the physical real world and it’s interacting with human behavior, and so, they’re always present.  And depending on the questions that we’re asking, we may or may not care about generalized ability, we may or may not care about comparison or being able to predict.  So this is the data end, but the piece of it that I think is as important, or if not more so, is having an understanding about the context or the universe in which the work takes place and what has real meaning in that world.  And basically, that means understanding, from my perspective, how election administration is situated in the universe of public work, as a field of public service delivery and as a type of a system that’s composed of countless subsystems that interact, and that as a system each part and each office is not really always ever totally in control of its own destiny, that it’s independent on other parts of the system in order to express political decisions.  And then, we need to understand that each subsystem is controlled by law and regulation, and that we -- and by understanding this context we can understand different ways and different approaches to measuring.  Are we measuring internally, for example, to improve our operations, or are we measuring externally to affect media or policymakers or the budget process or for compliance?  And we should do both.  I serve on the Board of The Election Center and I direct the MPA program at Auburn.  We have a great partnership in the CERA program, through the Election Center, which certifies election administrators, and I think illustrates a marriage of these two kinds of concepts.  

If we think about core competencies, which is what Matt asked me to talk about, I would suggest that we think then about understanding these broader contextual pieces as election administrators; election law, election regulation, systems design, program evaluation, program implementation, these are all part of the world that gives life to the numbers that we floating around us everywhere, and of course, that we all adhere to these basic principles of research design and validity, reliability and transparency.  


There are some basic core skills that I think apply for all of us who are interested in this work, whether as academics or applied researches or practitioners. Obviously, basic kinds of analytic tools that are pretty common today, Excel and spreadsheet work, GIS for more exotic questions.  There are some pretty sophisticated questions that would require more sophisticated software, and I think -- and analytic techniques, and I think this is where partnerships with universities are particularly important.

But I don’t want to get away from something that I think is underlying a really basic piece of this, and that is the ability to simply define and describe and write clearly the concepts that you’re interested in, and the ability to define and describe and articulate a process.  These are valuable in every office.  These are valuable in very small offices, as well as large offices, and they are the kinds of things that help all of our different communities understand each other better.  


I’m going to stop here and wait for other questions later. 

COMMISSIONER MASTERSON:



Thank you Dr. Hale.  Dr. Hall? 

DR. HALL:

Thank you.  He was referring to me as being old the other day and I was reminded of this on Sunday because I went to see the Psychedelic Furs in concert.

[Laughter]

DR. HALL:

And the lead singer was pointing out that the song “Pretty in Pink” came out 29 years ago and I was just, I don’t want to think about that.  I just didn’t want to think about it.

[Laughter]

DR. HALL:

So I’ve actually been working on this area since 2001, where I’ve met many of the people that are in this room at various conferences when I worked for that National Commission on Federal Election Reform, and I’ve subsequently worked in academia at the University of Utah and published books.  Lonna Atkeson, who’s here, and I, and Mike Alvarez published two books two years ago.  One was called “Evaluating Elections” which is about the use of data in elections, and then one was called “Confirming Elections” which we edited, which is about how to do election audits.  And now, I’m at Fors Marsh Group, which is an applied policy firm, and we specialize in measuring and understanding how people make decisions, for our clients, and we do survey research and focus groups and human capital studies and user testing, all with the design of understanding how people -- why people do what they do.  
And I want to send a quick shout out to a couple of people in here because they’re important for me in understanding how elections work and they’re Neal Kelley and Dean Logan.  And to show you how nerdy I am, I once flew to Anaheim for the day to watch Neal audit his election ballots after the election.  And then, Paul Gronke once picked me up at the airport so we could watch people count ballots the day after the election in Portland.  So -- and I bring this up because election officials have all sorts of interesting data that they don’t necessarily use in ways we would think about.  So, for instance, in most jurisdictions you have data on chains of custody so you can answer this question about election integrity and about the competency of your poll workers and about your processes by looking at chains of custody; did people sign what they were supposed to, were things brought back in the right envelopes.  When that doesn’t happen, it tells you a lot of things.  It tells you about your training issues, potentially.  It tells you about the people who work in your polling places.  It tells you about the processes you have in place.  And so, one of the things to keep in mind is that data aren’t just the number of ballots that you received or the number of calls you received.  Data can also be things like, you know, are the forms that we’re getting back signed correctly by the poll workers?  Are people doing what they’re supposed to do? And having that can be very important for understanding the integrity of your election.

The other thing, and this is something Neal brought up, is that you can use election data on the fly during the election season to do things.  The best example of this is what Neal was talking about, which is, that if you track your precincts that are having heavy or light early voting and vote-by-mail, that tells you where to deploy resources on Election Day, because precincts that don’t have heavy turnouts are going to potentially have more people show up on Election Day than those who have had 80 percent of their people vote by mail already.  And so, it can help you understand how to target.  So one of the things you should understand about election data is it’s not just something you’re going to collect after the election, but it’s something you can use in real time during the process.

The other thing, and this picks up on what Dana was talking about, about usability, you receive usability data all the time.  When you receive back a provisional ballot that you’re rejecting because the envelope is not dealt with correctly, that there’s an error on it, or if you’re receiving absentee ballots back that you’re not counting, because there’s a problem with the signature or something on the outer part of the envelope, that’s a usability problem.  A residual vote, people not voting on top races on a ballot, is potentially a usability problem.  And Charles Stewart has done some really great work in this area, on understanding, you know, for instance, that vote-by-mail tends to have higher residual vote rates than people who vote in person because they’re not getting that feedback.  And so, understanding these things is important.

The other thing to keep in mind is that people collect data that they can use to supplement the data they already have.  And so, for instance, you can do surveys of poll workers pretty easily.  You can do surveys of voters very easily.  And you can gain that customer service data that you’re looking for.


And the final key point I would make here is that all of these data can flow back into the planning process for the next election; that you should use these data to make your processes better.  And so, local officials and state officials can use these data to understand where the gaps in what they’ve been doing and how do we make the management of our next election better.  And if you focus on it from that perspective, you know, you have an array of data that you’re not using in many cases that you can use to make things better. 
COMMISSIONER MASTERSON:



Perfect, nailed it, thank you Dr. Hall.  Secretary Martin?

SECRETARY MARTIN:  

Thank you very much.  You know, I’m kind of the odd duck on this panel of very esteemed colleagues here.  Maybe I fit in as an engineer, so maybe I’ll fit in just fine when we kind of start talking about some of this stuff.


One of the things that really impressed me when I first started in this conference here was one of the speeches that was made earlier talking about seeing things differently.  Seeing things differently is not necessarily a good or bad thing, it’s kind of -- it’s just different, and different views can come to different solutions. One of the things that I am drawn to think of is kind of a story that was related to me about a data acquisition center set up to test a carburetor in a college. The professor had actually asked the students to actually take this data acquisition, 24 channels of data acquisition, tons and tons of information coming in.  The students were somewhat overwhelmed.  The carburetor, the problem with it was it was running rich.  It meant it was getting too much fuel and not enough air, right?  So it was biased toward fuel.  Well, the students actually went through it and the first thing -- their first answer what to do was to turn down the fuel that was actually going into the mixture so that it would be performing at a balanced mixture.  The mixture was balanced, but then the engine was no longer performing because they had actually instituted a bias against the fuel so that the fuel and air mixture would be right.  Well, the instructor actually pointed that out to them and then they went through and started doing things about -- within the test bench to try to get the airflow up on the carburetor.  So they ported it out, did a lot of very expensive things and only got a very, very small marginal result and benefit out of it.  The professor at the end disclosed to them what he had done.  The test bench had an air intake on it and he had partially obstructed the view.  They had a very small view.  They didn’t see things differently like he did and they went in and they removed the obstruction.  So very often I think in elections we’re doing a lot of those same sort of things is we’re investing a tremendous amount of money to treat symptoms rather than solve problems.


So one of the things that I kind of, in that analogy, like to look at is, from my time in the legislature, I was just immediately trying to treat symptoms and face problems, to my role as Secretary of State, now, trying to look at the big picture and all that’s actually involved in actually trying to solve that.  And, you know, one of the things that we really first have to do is, is when we start getting this data in to solve real problems rather than treat symptoms is to step back and examine our own biases.  You know, as Mark Twain actually had said that especially when he was examining -- arranging the data himself, that a saying by a British prime minister was true; “there’s lies, damn lies, and statistics”.  And he made that statement when he applied it, especially to himself, actually evaluating that data.

Earlier in the conference today one of the things that was said was is that -- it was speculated that something had a conservative bias, right?  That may be true.  More than likely it’s an outcome bias, which means that we have to actually analyze our variables, our independent variables and dependent variables or outcome variables, is it a dependent bias, is it running rich because it’s getting too much fuel, or is it running rich because something else is obstructing the airflow?  The same thing with elections.  So we need to actually be more diligent at self-evaluating our own biases and the type of biases that we come in and also the sophistication.  The statistics require to identify the right variables and how to consider those variables.  And biases -- I mean, it’s the same in medical research or engineering research or in this kind of research, you’ll have selection bias, spectrum bias, omitted variables, attrition bias, observer bias, tons and tons of bias that we, as election administrators and election officials, we need to know what those words mean and begin to apply it to that science.  These guys at this table can help us do that, but it’s something we very much need to do.

One of the reasons that we really need to do that is in engineering when we’re actually solving problems, one of the things that we look at is what’s called stochastic analysis.  That means that there’s tons and tons of variables, not all of them that you can measure for.  And even if you could control the situation perfectly in the real world -- perfectly in an experiment, in the real world, things don’t work that way.  You have certain feedbacks and mechanisms like that.  So you evaluate the sensitivity of certain variables to the result that you want to get.  We need to look and see if some of these changes that we’re making to our elections and elections process is really achieving those results and if those results are being significant result changes or are they making a big difference.

Now, in engineering, where you control a lot of the variables where its stochastic impacts are very low, that’s one thing, but we’re actually dealing with something that’s a little bit more softer science when you talk about psychology and sociology with the stochastic results of the overall analysis is hugely impactful, then we need to be even more diligent in actually analyzing those things. 


And finally, one of the things as an engineer, I’m going to have to refer to an engineer, Robert Lutz, Bob Lutz, who, perhaps, is the guy that did a lot of the stuff in the Chrysler turnaround that Lee Iacocca got the credit for, he wrote a book “Lutz’s Law” and one of his laws was, is that the customer is not always right.  Now, what he was saying was, is you take a survey of the customers and they say that they want heated cup holders in their car, but their buying patterns do not reflect if you put in the additional expense.  So, not only do we need to examine the bias and the variables from that standpoint, and make sure that we know what we’re talking about, we need to understand the psychological and the sociological aspect of what a customer may be asking for.  And our voters are our customer.  It’s not necessarily what they’re wanting.  So, we need to try to look at statistics and these statistics not necessarily from giving the customer what they’re asking for, but giving the customer what they really want.  Thank you.

COMMISSIONER MASTERSON:

Thank you Secretary Martin.  And I can assure you you’re not only not the odd duck at this table, but you’re going to fit in just fine during this discussion.  So, thank you very much for that analogy and those opening remarks. 

Amber?

MS. McREYNOLDS:

Well, I had the pleasure of already talking about sort of the core of all of this, which is the customer, so I won’t sort of repeat myself on the talk I gave earlier.


But the other piece that I think is important in this discussion of sort of data collection and how we use data, is how we use it for organizational development and management purposes within actual election administration offices. 

So there’s a couple of things that we’ve done from a principle perspective and looked at data collection.  And first and foremost, one of the things that I have found to be extremely effective for our team is actually engaging and empowering our -- all of our staff members to know how to collect data, know how to collect it effectively and know how to apply it to the principles of lean or eliminating waste.  So that’s much better than me just saying, “Hey, we’re going to collect this data and I’m not going to tell you why.”  We’ve defined the why and we’ve engaged and empowered our staff to collect data and use it effectively, which has been tremendously successful.


The other piece is developing performance based metrics around the administration of elections, and not just for sort of the performance of the election itself, whether it’s turnout or operational, but also for employee performance.  And by applying that to sort of the full-time employees that we’ve had on our team and our team members, they’ve then taken that and applied that to the teams that report to them during the election process that might be temporary or might be election judges.  And the result of some of the data that I presented in the last talk, about how we’ve made improvements with getting more efficient in various areas.  

And then, using the data to define the why, I think that, across the spectrum, that’s an extremely important piece, using data in developing strategic plans.  So very specific and detailed to how we run the election process, but using it in development of strategic plans to identify what we can improve on.


And then, finally, principles of lean, I mentioned this in our previous talk, but eliminating waste and finding ways of doing things in a more efficient way.  There’s a lot of basic ways and basic tools available that can help all election offices.  You don’t have to go through expansive lean training to apply some of them.  You don’t need a sophisticated data management system to do it.  But the power of it can be tremendous for improving overall office administration.


And then, the tools for data collection are really key in all of this.  A lot of the large counties, and you’ve heard some of them speak today, the largest jurisdictions, obviously, are going to need, you know, whether it’s a sophisticated system or some sort of tool to collect data. We’ve developed a lot of those systems internally, so that, you know, they actually work and interact with our internal systems and a lot of the larger jurisdictions have done that elsewhere.  But at the same time, yes, you do need sophisticated systems if you’re a certain size, or in certain instances, but there’s also very simple ways to collect data and analyze data that don’t require sophisticated systems.  And I think that’s really important when we look at smaller and medium size jurisdictions, and that comes up when I have this discussion within Colorado, with all of our varying size of counties, and really, creating simple tools that make it easy and make it worthwhile for election officials to collect data is important.  And then, defining the levels of data needed.  So, I mentioned this earlier, macro versus micro, you know, sort of the bigger overall numbers and the bigger picture is one thing, but you can really make change and move the mark, if you will, if you look at the micro pieces of data collection, and then, sort of what to do once we have all the data, what we do with it, on -- once we have it and once we’ve analyzed it.  
And the big thing I think is policy change and policy innovation.  So, looking at our laws, looking at what could be improved to make the voters’ experience better and make things better operationally, technical innovations, budgetary changes and requests.  One thing in Denver, and I shared some of the innovations we’ve done, we’ve actually saved money every year in our budget since 2008, and we’ve been decreasing our budget-ask every year.  And that’s pretty powerful given some of the technical innovations that we’ve done, given that our turnout has gone up, given that we have more voters in the city and county of Denver than we did nine years ago.   And that’s pretty significant.  We’re able to sort of provide better service, but we’re doing it at a reduced cost.  And that’s really important and powerful for election jurisdictions, especially jurisdictions that are faced with budgetary issues and getting money.  And obviously, commissioners and legislatures and all of that -- all of those type of stakeholders care about that.

And then, finally, just overall, building a better process and that’s really, you know, we can touch the customers in a better way, we can provide a better process to the voters and we can also at the same time create efficiencies from an operational perspective.  And, that overall gives a better process for everybody involved in the election environment.

So thank you.

COMMISSIONER MASTERSON:



Thank you, Amber.  Jennifer, the floor is yours.

MS. MORRELL:

You probably should have split up the election administrators because we’re going to repeat a lot of what was just said.  But after some offline conversation last night, and what I’ve heard today, maybe I’m the most important person in the room…

[Laughter]

MS.  MORRELL:

...because I represent the small to medium jurisdictions, and I’ve heard a lot about, if we could only get the election officials to do “X.”  You know, I’ve been in an office with as few as 3,000 registered voters, where I was the election office, one of many hats.  In my current position, now, I have just under 400,000 voters, but only a staff of 13.  So there are some challenges when you look at medium to small jurisdictions.

We do understand that data can be a powerful tool for process improvement.  And just as an example, let me tell you about an offline conversation I had a few months ago with some other election officials, where the topic that came up over lunch was, “How long does it take you process a ballot, end-to-end, from the time it’s dropped off at your facility until it’s tabulated?”  And our answers were a bit speculative, so we went back to our respective offices and we decided to measure that time and what we realized is that it really had to be broken down into segments.  And even though there was an overall high performer, I guess, with best time, when we looked at the individual segments it was clear that some counties were doing things that others weren’t and that we could learn from that process for that individual segment of ballot processing and make some clear improvements. 

So, we understand that when it comes to employing a new technology or process or evaluating effectiveness of our current practices, benchmarks are a great way to identify who’s doing what well and looking at ways to improve.  We know the PCEA recommended that we use performance data to improve those practices, but it also highlights that there’s a big lag at the local level from gathering and communicating performance standards.  And why is that?  Why -- I don’t think it’s because of unwillingness.  Most of the time, for a small to medium jurisdiction, it has to do with resources, and so, that’s really what I want to focus on today is, how do we collectively take our expertise and help create those tools for the small to medium jurisdiction?

And so, what I did as an election administrator in Utah to overcome that limitation is to partner with my local university.  I reached out to them.  I used the communications department to build and facilitate a focus group to go out to my voters to understand what their concerns were and where some areas of improvement that we could be -- that could be made.  I worked with the political science department to develop an online survey that I could shoot out to voters who had an e-mail address on file and understand what they needed and what their hesitations were to using -- when we transitioned to voting by mail.  I worked with another professor to develop our election modeling tool.  He was a statistician.  Gave me some great insight onto how we could better utilize the historical data that we had to model and prepare for elections.  These are all things that I could never do in-house that I lacked the expertise and the staff to do, and so, I think we need to focus on those partnerships, whether it be Pew and coming out and helping us to define our data and communicate that data to those that would approve our budgets and make the legislative changes that we’re asking for, whether it’s our big brother, big sister counties.  That’s what I’ll call Denver and LA and Orange County, who have developed some great data tools that, maybe, they could share and help us utilize those on a smaller level.

And I think Amber is right in saying that not every jurisdiction is going to need the same tools.  Dean Logan might need an SUV Lexus that’s all cooped out and has all the bells and whistles.  Arapahoe County might be okay with a Toyota Camry, you know.  We need to look at managing small datasets really well, because we’re good at collecting a lot, a lot of data, and then, not knowing really what to do with it.  And so, as a collective group, we can collaborate on how to help small to medium jurisdictions manage those small datasets well.  And I think if we focus on performance, we focus on benchmarks, we narrow it down to specific processes, we have a real opportunity to improve the way that we conduct elections.

COMMISSIONER MASTERSON:



Thank you Jennifer, John, last, but not least.

MR. WACK:

Always last, the curse of having a name that begins with “W.”  I’m John Wack and I work at the National Institute of Standards and Technology. 
And Commissioner Martin and Jennifer both gave me an opening to use an automobile analogy, so I want to talk a little bit about what’s under the hood today.  So, I’m a dying breed here.  I’m one of the last people it seems like in the US, one of the last high school students that was kind of forced by their parents to spend part of their high school time in the local vocational school, and I took automobile mechanics.  And I learned a lot from that and nowadays I can only change the oil, but I can still open up the hood and look underneath it and do a few things.  And I tend to feel that in some respects, for a lot of small jurisdictions in the United States, opening up the hood, they’re seeing kind of what my 1992 Mazda Miata’s engine looks like.  It’s an older engine, still works, they may love it, but in fact, it takes a lot of maintenance.  You have to change the oil pretty regularly and it’s hard to put new things into it. 


So, in some respects, that’s a lot like the data situation that I’ve encountered working in this area, where people are using older systems.  I think the mean size of a jurisdiction in the United State is 1,492 registered voters, even smaller than the 3,000 you were working in, Jennifer.  But you know well that a number of these jurisdictions really just have to take what they’re given in terms of older vendor equipment, or they may not even have a dedicated personal computer to use.  And so, it’s -- it can be difficult to get data out, especially if you’re assembling data from different systems.  If it’s not the same in format, if the meaning of the data is slightly different across systems, it becomes difficult.  And when things are difficult to do, you avoid doing them.  The EAC election survey is an extremely valuable tool, but if it’s hard to collect that data and assemble it, and you have to do interpolations of the data on the fly, you aren’t going to do the best job you can do.  Yet, you know, we really rely on that data in a lot of ways.  So, I tend to think this common data format project is fundamental towards getting good data out and being able to trust that it’s good data and being able to analyze it.  

So, what I’m here for really is to try to convince you to help work with us on this project.  So, we have been working at the National Institute of Standards and Technology, working with the EAC, and very much appreciate some funding from FVAP to, essentially, make a common import/export format for election devices.  And what that means, you know, essentially, is using XML, that many of you are familiar with, to enable systems to put data, you know, if we’re talking about candidates or jurisdictions or other sorts of elements, fundamental elements that we use in elections, to put them in the same format, same attributes, and be able to recognize them, you know, across different systems.  We’re working quite a bit right now just trying to get a format out for election results reporting and being able to put out pre-election reports, Election night reports, post-election reports in a common format that anybody can use, that any other vendor system reporting results that could be used across a state with different EMSs and different tabulation systems, and that could be read by citizens, as well.  
And it’s an interesting project because it requires some real engineering skill.  Primarily, what it really requires is a good knowledge of how elections are conducted across the different states.  And there are, you know, picky little differences here and there between states that can make engineering this somewhat difficult.  You want this format to be small and efficient, but at the same time, you want somebody to be able to read it and kind of intuitively figure it out, to make it very usable.  So, in a lot of ways, it’s a big usability issue for election officials.  
But what it could result in, besides the advantages of getting data out more easily, is something that I think would really save a lot of money, and that is interoperability.  So, being able to decide, “Okay, I don’t want to use this particular system for my voters who need an accessible system, I want to use something else” to be able to do that, to actually have a marketplace.  Here in the U.S. we use the free market system for voting systems, we just don’t have one system.  So, we have to depend on those systems, in the future, working together so that election officials and, you know, ultimately, the public, has more choice in how to serve voters, to be able to take new technologies like using iPads and be able to put them into our processes without having to go to a whole lot of trouble and reprogramming or refiguring things out.

And then, lastly, from there it sort of opens up Pandora’s Box because it’s not enough just to have things in the same format, but they have to be in the same meaning, as well.  So it doesn’t do you a whole lot of good if you got two different systems and they have data about precincts, but they’ve coded those precincts differently and, you know, they’re using different identifiers here and different identifiers there.  And that’s a common problem in a number of states, especially doing analysis or different codes for contests, coding the same congressional contest differently across counties.  


So, it leads to other areas and somebody ultimately has to manage it and do it, and so, I’m thankful that NIST and the EAC and FVAP and others have worked with us.  I’m very grateful to a number of states that have worked with us already, especially Matt’s native State of Ohio.


And with that, I’ll think I’ll conclude.

COMMISSIONER MASTERSON:

Thank you John, and thank you to all the panelists for opening us up.

Quickly, on ground rules, either to the benefit or detriment of all of you, I’m Montessori educated, and so, we’re going to go a little more free flow than the prior panel, because it’s the only way I know how to operate. 

[Laughter]

COMMISSIONER MASTERSON:

So, what I’ll do is kind of tee up a question, maybe direct it at one of you and then the rest of you should feel free to weigh in as you hear the responses.  And I’ll try to manage that so that we can get to as many questions as possible, while still incorporating your thoughts and ideas on that.  So, you all should feel free to weigh in and even ask questions of each other as we go, so that we can -- you know I can kind of step out of the way and allow you all to share your expertise and knowledge.  

So with that, and very reluctantly, I will carry on the automobile analogy.  I didn’t even know you could open the hood on the car, so this is -- we’ll just do it once and then we’ll move on, but I appreciated you using it.  What causes our engine or carburetor to run rich in elections?  What are causing the issues we have and what data can help us identify and use it?  Put a little more simply, what are some of the key data points you all have found to create efficiencies and to run better elections in your offices?  
So, I’ll start with Amber and Jennifer, and then, maybe Dr. Hale if you would be willing to weigh in, as well. 

MS. MORRELL: 

Okay, I’ll go first because I’m confident Amber will fill in the details.  Two things stick out, and it’s what I referred to earlier, it’s that processing time, whether it’s processing a voter from the time they walk into a polling location until they walk out with that sticker, and those chunks of segments that make up that experience for them.  So, it’s measuring that and understanding where the bottlenecks are, where we might lag in resources.  It’s understanding that, so that we can fix that.  Colorado is an all-by-mail state, and so, it’s the same thing with a ballot.  It’s that end-to-end processing time.  And then, on top of that and unique to states that are conducting elections more by mail, trying to understand why voters hold onto a ballot and drop it off towards -- on Election Day or at the last minute, because you want to be able to tabulate and come up with those results as quickly as possible.  And it’s always a guessing game, at least, it is for me, and maybe Amber has solved that, as to knowing how many people to employ on Election Day to take care and process those last-minute ballots that are dropped off, and then, how do we reach out to those voters and encourage them to drop those into the mail sooner. 

MS. McREYNOLDS:

So, I would like to sort of bring up, I guess, the data associated with voter behavior.  The presentation I gave earlier is very much centralized around customer data and what the voters are actually telling us.  And one thing that happened in Colorado, and it happened over time, is more and more voters started requesting to get their ballot by mail, ultimately permanent mail-in voting started, and then, in 2012, there were counties that had upwards of 87 percent of their voters choosing the mail ballot process.  So, we continued to see this trend.  It got to be a very high percentage, and so, the voters were obviously telling us what their preference was.  So I think any of that data around voter behavior and how they act is really key, because if we can analyze that effectively and come up with either policy changes or ways to improve our process on the operational side we’re ultimately going to see better results.

And another example of that, as Jennifer just mentioned, predicative analysis in data can tell us a lot about sort of how voters act, because voter behavior really doesn’t change that much if you look at it over time.  And one of the things that we have developed internally is a tool that we do track the number of mail ballots that get dropped off or received by the mail by day, and we even do it by hour as we get closer to the election.  And some of the predicative tools that we now have, in the past few elections, we’ve been within a few hundred ballots every single day leading up to the election that we have seen.  And one of the big things, in Denver, we do have a high number of people that hold them until Election Day, but we’ve been able to predict that because of their behavior over time.  And so, we’ve put out more 24-hour ballot boxes.  We put out more drive up drop off boxes on Election Day.  And we can anticipate those returns, not only just the total number by the day, but the total number by hour on Election Day.  So, we actually have trended out, and we staff and do predicative analysis on staffing projections for that specific purpose to just simply deal with the number of mail ballots that potentially come in on Election Day.  
So, thanks.
COMMISSIONER MASTERSON:

Dr. Hale, as you respond can you also provide, you know, with the work the Election Center does, obviously, in training election officials in the professionalization of the election process, how do we, not only make this data tangible, you know, as they’re talking about, train our election officials to think in terms of this data and use it improve the process?

DR. HALE:

Okay, I’ll start with an example of a project that the Election Center is working on now, and hope that I work in the things that you’re talking about.


In thinking about sort of the original question, which is, what’s the most important stuff that we’re doing out there, I think this addresses that as well, and that is that what we’ve been trying to do is understand data around process.  As part of the Election Center’s programming for its members, members requested information and project based work around the idea of benchmarking that sort of morphed into something now around the idea of performance measurement, and member driven interests wanted to look at the mail ballot process.  It seems like a simple thing.  Everybody in the room knows it’s not.  As a partnership working -- academic researchers and election administrators have been working for the last two years around mail ballot processes in small and medium size jurisdictions to basically map the process.  In some jurisdictions it’s a 20 point map, in some jurisdictions it’s 100 point map. Over the time that we are working on this process we are also, as part of the larger work that the Election Center does, conducting courses on basic elements of understanding the intergovernmental system around elections and also understanding things like systems analysis and things like project mapping, program implementation, program design and those sorts of things.  One of the interesting things that’s happening is that we are learning, as researchers, much more -- in much more detail what the process really is.  Election administrators are learning to understand and, essentially, trust that we’re able to give them information about how to map and how to define and how to sort of scope out what’s going on.  One of the things that we’ve learned is not, also -- would not be surprising to those of you in this room, that is that we have a tremendous lack of commonality in terms of language.  The same words in one jurisdiction compared to another mean very, very different things.  So, same words mean different things, and also, different words mean the same things, and so, that conundrum is something that we’re working on. 

In response, I hope, Matt, to what you were getting at, is that the larger environment of constant conversation we’re able to meet with folks six times a year around different sorts of educational programming and discussion.  It’s really helpful.  That interaction I think is a key piece of why we’re able to do the work that we’re able to do.
COMMISSIONER MASTERSON:

Perfect, perfect, Secretary Martin, I want to kind of pivot to you because you brought up, I think, a really important point about getting folks to see outside of their one little focus area.  And I think back to a conversation I had with an election official in Florida who said, “Can you help me train our funders? How can you help me train our funders to get us the money we need to properly run elections?”  And this election official, basically, said, “I think it’s going to take another disaster for us to get funding, you know, for the infrastructure we need.”  
And so, my question to you is, someone who’s served both as a legislator and now as someone working with legislators, is how can we help the funders see outside of their, you know, narrow view to better understand what’s needed out there using this information and data as opposed to just the anecdotes? 

SECRETARY MARTIN: 

You know, if I could actually answer that question properly I probably should have been on the debates the other night for the presidential debate.

[Laughter]

SECRETARY MARTIN:

To some extent you have to actually -- it’s -- what we’ve been talking about is education, but it’s more than just education from that standpoint.  One of the things that actually has to be clearly defined is whether or not which political party you’re associated with or what you think election priorities are.  There’s only really one service of our government I think that ultimately and finally has to be funded and funded properly, whether or not -- and this is the thing about it is the distribution of the funding -- whether you got one voter in a district or one million voters in a district, there’s a certain amount of infrastructure that’s actually required of that that must be funded, whether or not that one voter in that district can pay for it or not.  It may be, in my mind, one of the very few that’s that clear about that, so that whenever you can express that ultimately to the people that’s making the decision process that you can actually communicate that.  But, there again, you’ve got to manage the perception of whether or not it’s wasteful spending, whether or not you’re encroaching -- and this is the thing about data and statistics, too, is if you’re actually trying to actually force a centralized -- a very centralized statistical optimum that may not fit every jurisdiction, you’re not -- you’re going to have to actually deal with the perception that you’re giving me what I don’t need, and you’re making me pay for what I don’t need.  So, to some extent as an election administrator, I would like everything to be centralized and integrated and all of that.  Well, quite frankly, I don’t improve the situation if I insist that it’s got to be my way or the highway.


As with any stochastic process in life, I mean, centralized planning does not necessarily give you the optimum.  Even though we think we got the best answers, we don’t.  Sometimes we’ve got to deal with a little bit less than perception -- less than perfection, so that we can actually achieve what’s good.  We never should let the perfect be the enemy of the good, and in this case, I think that it’s difficult to get things funded when we’re trying to fund and asking for perfection. 

COMMISSIONER MASTERSON:

To follow up on that, Amber, I know you mentioned in your remarks the ability to make the data tangible to some funding sources, and in turn, turn around and show how efficiencies have saved that money back.  Can you talk a little bit about how that conversation happened and what data you used to have that conversation with funders?

MS. McREYNOLDS:

Yeah, in 2013, when Colorado sort of went through the process of modernizing the election model and the four elements of that, essentially, were voter registration modernization.  So we simplified the deadlines, created ballot delivery system where we mail out a ballot to all active voters, but preserved in person option, so voters could still come into a vote center, vote in person if they wanted to, or drop their mail ballot off in person and then proactive list maintenance, so updating the voter’s record based on them moving and based on data sources outside of just an election application, so NCOA, as an example of that tool.

And the entire model -- and you know I was fortunate because after the 2012 presidential election the legislature -- a couple legislators reached out and called a meeting and said, you know, we want to look at some election reforms and we want to do same-day registration.  And so, you know, the initial discussion was, they wanted to sort of implement same-day registration and none of the other reforms.  And I said, “Well, same-day registration isn’t going to work very well over polling places, because you’re going to have to have some sort of system to validate that the registration is acceptable even up to and on Election Day.”  And the data, honestly, tells us a little bit of a different story about what the voters actually want.  So we -- you know they wanted to see what that was and I went back and said, “Here’s the data from across the state on how many mail ballots were just utilized in the last election, how many provisionals.”  And those provisionals drove a lot of the conversation around what we ultimately did because we very specifically broke down the reasons that people voted a provisional.  
And then, so once we had all that data we also did some cost analysis on what potentially the savings would be for counties and we did a very detailed fiscal analysis.  I was part of putting together a template with my other co-chair from one of the statute review committees and we did questionnaires to the counties, followed up with phone conversations to make sure that we understood the data correctly.  And it was going to be a significant cost savings statewide with the new model.  And the legislature was extremely interested in that.  I mean, not only were we going to be able to, hopefully, improve the voters’ experience based on some of that data we looked at, but also, analyzing the efficiencies that would come with reduced provisional ballots and, you know, sort of reducing the number of poll workers that were going to be in the election process.  And that was very, very important at that time to many counties that, you know, were in very dire situations, in terms of their budgets, and they were looking for ways to save money.  
And then, the other bigger discussion that was part of it was eventually the need for counties to replace voting equipment.  That’s definitely something that was on the horizon and to continue with the model that we had in Colorado, it would have cost counties probably ten times as much as what it will now to replace that voting equipment.

And so, that was -- those are sort of the big parts of the discussion.  Data was an extremely big part of the conversation and the legislature was extremely interested in that data.  And they hadn’t seen it before.  Mail ballots had come up in three different legislative cycles prior to 2013 and it failed every time.  And mainly the reason that it failed is because it was a very narrowed focused modernization.  It only included mail ballots.  It didn’t include some of those other factors.  And there also wasn’t data to support the change.  And once we had the data to support the change and we could demonstrate that there would also be cost savings and long-term financial positive impacts, the legislature really wanted to move forward.  And we were able to move forward and get that modernization passed.  So…

COMMISSIONER MASTERSON:

Anything else to add on that before I pivot to the next question for John?   
John, if you could talk just specifically, as you’ve looked under the hood, as you said, what are the biggest challenges to getting this data out?  And what nuggets of data are present in the systems now that election officials and other haven’t known about that you think could be most useful?

MR. WACK:

Well, channeling Eric Fischer, I’ve heard some people say that more money would help.  But I can’t say that myself. 


Well, let’s see, what are some of the challenges?  First of all, I think the biggest challenge is there isn’t sufficient money in elections and also a number of election staff aren’t deeply technical.  So, my own personal challenge has been to get people who are fairly knowledgeable in data structures and glossaries and, you know, essentially, building this in a generic way, and then working with, you know, election officials, subject matter experts.  There are a number of people who, well, just my own personal story is that I’ve encountered who started working with Pew and I think -- I thought I saw David Becker in here earlier -- oh -- who started working with  Pew ’s geek net, a group of technical minded election officials who got together periodically for conferences, and who are passionate about this subject.  There are a lot of people in elections that, perhaps, aren’t in it so much for the money but it’s a calling to them.  And so, working with these sorts of people has been key to developing good insights into what the data is and how best it can be formatted and imported/exported across different states.  But it -- you know, without a whole lot of money it’s slower than I’d really like it to be, and at the same time we need it now, you know.  We needed it years ago, because right now I think we’re starting a great new era of development in election systems and we can have wonderful things coming out the door, down the road.  So we need -- you know we need to be able to fundamentally support this format.

So, the last part of your question, sort of hidden data, I can answer it in two ways.  One is by building a format that has lots of capabilities, you enable data that you couldn’t really get out previously.  You enable the capability to do that.  So, if you were wanting to report election results in very fine detail by specific ballot styles, by different, you know, different types of devices down to the precinct level and so on, having a format that supports that and then having an organization such as the EAC push people, push vendors in that direction to support that and make it available to states to support it in their own systems, there’s a way that, you know, this more precise data gets out


Another thing though is log files.  Like log files in electronic poll books, if they were in a common data format and could be combined more easily with log files from DREs or, you know, other vote capture systems, then, across different systems you’re, you know, it’s much easier to get at things like average -- you know, average voting time and, you know, be able to do analysis from that point of view.

COMMISSIONER MASTERSON:

Thank you.  I turn this way because one of the big themes has been -- one of the big themes that we’ve heard is this idea of building relationships, and the need to build relationships between the local election officials, the states, the academics, the researchers, and then, the legislatures or funders.  And so, the question kind of to this end of the table is, how do you begin to build those relationships with local election officials?  What success stories have you had with these various folks?  But then, also, how do you build that trust because one of the things mentioned in the earlier panel is this concern that election officials have of this data being used against them instead of for them to help improve the processes?  And so, how do you overcome that to be able to begin the process of training and building those relationships to use this data?  So, we’ll start with you Dr. Hall and kind of head that direction.

DR. HALL:

Sure, well, I think a good example of this is the work that Lonna Atkeson did in New Mexico that I was a part of, which is, you know, she knew some election officials, but she also got to know other election officials by talking to them and, you know, becoming aware of what they did.  And I did the same thing in Utah, where you would just go talk to election officials.  You go see what they do.  They would come to trust that what you were trying to do was to help them do their jobs.  And part of this trust requires election officials to trust academics as much as, you know, us building a relationship with them.  And we were able to do some really interesting work with them.  And so, for instance, we went -- in New Mexico I went to observe elections on Election Day, watching people vote in polling places and doing surveys, and did much like what the Secretary was talking about, which was to look at elections as an ecosystem where we were looking at different aspects of it.  And we put forth a set of recommendations that said, “These are problems that you have.”  And the key part of that was is that the local election officials and the state wanted to take that information and make things better.  And so, they made changes to their laws in New Mexico, and they’ve done similar things in Utah, where they made changes based upon the analyses that were done by academics and recognized that in some cases those analyses were not what they wanted to hear, but were important things that they needed to know so they didn’t go down a rabbit hole and waste money or implement something that actually wasn’t what voters wanted.  So, much like what the Secretary was referring to, sometimes people don’t know what they want and you have to actually study it.  And it was a very interesting process to both observe voters, survey voters, survey poll workers and then put all those data together so you could understand how the process actually worked. 
COMMISSIONER MASTERSON:



Dr. Hale?

DR.  HALE:

Sure, I feel really fortunate to be able to study and work in this area of applied research and the -- what I’ve observed in the nearly ten years that I’ve been working with the Election Center and working with their professionalization program that delivers 20 to 25 different live courses around the country in six different locations is that the constant interaction and communication around broad based public administration, education that’s focused also on the rules and regulations that apply to elections has given me and my colleagues a really special place to interact with election administrators.  I think the challenge for us with this kind of opportunity is to when election administrators come to us with problems that they would like us to explore that we are specific enough and narrow enough and work with them in a context to sort of define exactly what the question is so that we can actually deliver some responses that are useful.  These things, as anybody who does applied work knows, these things grow and they become huge in a very, very short period of time.  And so, there’s really no shortage of opportunity out there.  I think the more that we can all be together in the room and have conversations that bring practitioners and scholars, whether they study the political process from the point of view of outcomes, or whether they study it from the point of view of implementation of political will, those opportunities I think only make both sides better at what they do.  
The definition process that we’re going through now with the performance measurement project will probably take another year to be really, really fruitful.  We’ve got lots of points of convergence across these various systems maps and process maps, but we have more points of divergence and, you know, from a researcher’s point of view I don’t know if the points of divergence matter at all.  The people who could tell me that though are the election administrators in the room, and so, unless I have those conversations with them, then I don’t know.  I don’t know the answer.  So I think that kind of thing is what builds trust and communication. 
COMMISSIONER MASTERSON:

Dana, if you could respond to this question, too, but also share your experience of how you -- because you asked for an even further level of trust, which is allowing you to interact directly with the voters, right, in their interactions with the system and election officials take those interactions -- you know those are their voters, right?  And so, talk about how you’ve built those relationships and then, how you’ve taken the numbers of data and applied it to look at behavior and how that’s shaped the work you’ve done.

MS. CHISNELL:

Okay, so a lot of our success in building relationships has really been around just being present, going to where election officials are.  I actually got started in all of this because I reacted to what happened in 2000, with the butterfly ballot.  I couldn’t understand, given all of my years of working on design and usability, how a thing like that could happen.  To me, it was an obvious design problem.  And so, this led me to ask the question, what is actually happening in elections?  How do they really work?  And so, I trotted myself down to my local election department and asked, could I do an informational interview with somebody about how it all worked.  And about an hour-and-a-half later I found myself on a citizen’s advisory committee.

After that, though, it was really about going to state conferences, going to large gatherings of election officials, asking questions in a non-critical way, an unbiased way, just about how elections work; how do you do this, what is your process, what’s been your experience in these spaces.  And out of that there comes a willingness to collaborate and over time we’ve been able to develop some tools to help improve how things work.  And they’re really simple tools.  They actually started, the very first set, of field guides to ensure voting -- the voter’s intent really came from looking at a beautiful, but massive, report that the EAC delivered in about 2007, called “Effective Designs for the Administration of Elections.”  This is a gorgeous piece of document.  If you are a designer, it defines the best practice ballot down to the pixel.  But this was kind of overkill for election officials, at the time, and probably is now, even.  And there was not a lot of uptake on those guidelines, and this was really frustrating to a whole lot of people.  So, a conversation started after a couple years about, well, out of all of those things that we know now about what would make voting easier for people, in terms of design in ballots, especially, what few things could election officials do that would make a big difference, would cost them little or no money, would change nothing about their underlying processes and that they could do themselves.  They wouldn’t have to hire a consultant to do that.  And we, ultimately, came up with, I think it was Marsha Lawson, actually, who came up with, the very first top ten list and that gradually turned into the first field guide.  But we took other reports from NIST, and other places, for the first four field guides and turned those into simple guidelines with examples that we printed in tiny little, cute booklets, and then took around with us everywhere.  I got a lot of fitness out of schlepping these things.  This stuff is not light.  And now, there are eight field guides and we still take them everywhere with us.  And thanks to the MacArthur Foundation we were able to print a lot.  There are something like 5,000 sets, extant, out in the country.

But we’ll also just show up.  If you call us and ask us a question that we feel like we can answer, we’ll find people who can help you try to find those answers as quickly as possible.  One of my favorite examples was, after the 2008 senate election in Minnesota, the Secretary of State looked at the ballots that were most challenged and it turned out that most of those were vote-by-mail ballots.  When you took a look at the instructions that people got with their vote-by-mail ballots, it was really complicated.  It looked like a contract.  The illustrations that were included didn’t really match up with the instructions.  And you could see pretty immediately that there might be lots of margin for error.  So we got together with a group of volunteers along with staff from the Secretary of State’s office to show up at a library in St. Paul on a Saturday, and in cooperation with the librarian, the head librarian there, intercepted people and asked them to use the existing documents to try to vote by mail as they normally would.  And we gained huge data from doing this, about what questions people had, what they understood, what they didn’t understand, what they thought other people might have problems with in terms of what the instructions said.  We could see performance wise what they were doing and how well or badly that was going and we iterated on the design immediately.  Among our volunteers, we had great illustrators, plain language experts and designers who created a new version and handed this over.  But the Secretary of State’s staff loved this process so much that they wanted to make sure that we actually had it right, so they went out and did another round of testing a couple of weeks later and came up with a really beautiful design that has performed incredibly well over time and solved a lot of the problems there.  
So, those are the kinds of ways that we make this tangible.
COMMISSIONER MASTERSON:

Awesome, so the final question for the panel, and I’ll probably start with election officials if anyone wants to weigh in, and then, we’ll take questions from the audience is as you look, you know -- the kind of looming thought in this entire room is 2016, right?  So, as we look towards 2016, what key piece of data or data elements are you looking at as you look at your operation and towards 2016?  So, we’ll start with Jennifer and kind of build from there.

MS. MORRELL:

It really is about having the right number of people, and for a small to medium jurisdiction that means a lot of temporary workers.  And so, you’ve got to take a close look at voter registrations when they’re coming in, the voter registration drives, where the peaks are, peaks in your mail flow, and trying to make a good determination of  when that’s going to peak, and when you need to have those folks trained and in place.  And I probably should just pause there and turn it over to Amber because her office has done a fantastic job of, again, predicting how that’s going to work.  So, that’s probably a big piece.


And then, we’re – again, anything surrounding the mail ballot, how to eliminate some of those challenges that occur, whether it’s a voter failing to sign, or swapping ballots with someone else in their household, those sort of things, looking at what’s happened in the past, looking at our design, looking at the numbers and seeing if we can determine a better way to prevent that just, to make things go a little smoother.
COMMISSIONER MASTERSON:



Amber, anything to add?

MS. McREYNOLDS:

Yeah, I think, as I’ve talked about, I mean, we’ve been collecting numerous different types of data whether macro, micro, over time.  And so, our focus going into 2016 very much is trending, and we’re doing a lot of analysis to see what trends are potentially changing or how things are looking going into 2016.  
One of the big things that we’ve been focused on because of the new  Colorado model, and voters can register up to and on Election Day, looking at that data in 2014 and really analyzing who came in to actually register and vote on Election Day, itself, because that was definitely our busiest day.  And when we’ve looked at that data, the interesting thing that has come up is there’s quite a few lessons that can be learned and obvious improvements that can be made very quickly in sort of the voter registration process.  And first and foremost the most, by far the majority of voters that we saw on Election Day in Denver in the 2014 general that came in and used sort of the register to vote process on Election Day, they were actually -- had a current driver’s license at Motor Vehicle.  And so, one of the things that we’ve looked at is obvious the NVRA process isn’t quite functioning the way that it should have been, because we should have gotten that data prior to Election Day.  
And one of the other ways that that has flagged an issue for us in Colorado has been through the ERIC process, because Colorado has been ERIC state since its sort of beginning.  And so, one of the biggest pieces that I think ERIC has done in Colorado is flag that the NVRA process isn’t quite working the way that it should with Motor Vehicle.  So we’ve been engaged and I’ve been part of a committee that has very specifically been looking at ways to improve the registration flow for Motor Vehicle, and that’s one thing that we really think, in Denver specifically, is important for 2016, because we have a high mobility rate, we have a lot of new people coming into the city and county of Denver from other states, and really want to make sure that they get registered prior to Election Day.  So we’re very focused on sort of those metrics and how we can make improvements before 2016 in that area. 

COMMISSIONER MASTERSON:



Awesome. 

MS. LYNN DYSON:



Can you just identify what ERIC is?

MS. McREYNOLDS:

Oh sorry, that’s the Pew program, and it’s basically a collaboration of states sharing data across states to identify, potentially, voters that have moved into a different state and it also compares the voter registration file to the Motor Vehicle database to determine if there’s voters that aren’t already registered to vote, or maybe have updated information in that particular database.  So, it’s a cross sharing of data across multiple states.

COMMISSIONER MASTERSON:



Secretary Martin?

SECRETARY MARTIN:

I think that the single biggest use of the data that we have to do is to make sure that the resources, voter turnout and voter turnout expectations to make sure that we have the resources available at the right places at the right time, and the expectations of not just resources of equipment but resources of trained volunteers to actually handle the loads, so that we can actually lower wait times at the polls. That’s probably the biggest, heaviest amount of data and the predicative nature of it because you go from off cycle presidential years to other years, and trying to actually determine what the turnout will be like and stuff like that is very difficult.  That’s probably the biggest use of the data that we actually have available right now, and it will continue to be especially as we go through some of the transition times of moving to new equipment that we’re funding and implementing in the state, where we’re actually going to have different times that’s actually going to come out about implementation of new equipment.  It’s just going to take longer to get people through the lines when new equipment is coming out, and it’s a new experience for everybody.  Does that mean that the equipment is bad or does it just mean it’s part of the normal process?  So, we need to actually make sure that we can take into account the biases that may come about about first-time usage.  So, those kinds of things we have to use the data to be as predicative about as we possibly can.
COMMISSIONER MASTERSON:

Thank you, any data nuggets that you’re looking for heading into 2016?  And then, we’ll take questions. 

DR. HALE:

Well, Election Day in a presidential presents, I think, the biggest opportunity for us to look at what goes on in the biggest environment that we have, and so, process measurements of any kinds of process pieces that folks are using, whether they’re new or changed, I think that’s something that we’ll look.  Also, I think provisional balloting is a piece that will get a lot of attention.

COMMISSIONER MASTERSON:



Anything else?

MR. WACK:

I would just add to, you know, what Kathleen was saying and the Secretary was saying is it’s the process that’s going to matter and places that are doing -- making changes need to really look through those processes to make sure that they’ve adjusted everything to make sure that they’re not missing a piece that’s going to cause a problem on Election Day.

COMMISSIONER MASTERSON:



Dana?

MS. CHISNELL:

We, actually, over the last couple of years, have been looking at the best ways to deliver information.  We’ve done a lot of work in California, with the future of California elections, on voter information guides.  These are printed guides that the counties are required to send out to every registered voter.  But not everybody is going to read those paper documents.  In fact, there’s this concept that Michael Vu who gave us about having the time to recycle.  Like you have about five seconds from the time the thing comes in the mail to the time that it goes in the recycle bin.  And so, if we could put this information online in a way that delivers more value, we might reach many, many more voters and give them lots more on which to make decisions. 

COMMISSIONER MASTERSON:

Perfect.  All right, we have a few minutes for questions.  I’d be very interested if our audience has any follow up or points of interest.  And Henry and Deanna have the mics, so just raise your hand.

MR. CHAPIN:

Hi Doug Chapin from the Humphrey School of Public Affairs at the University of Minnesota.  I actually want to follow up on something that I know Dana has talked a lot about and the work that we’ve done.  The work that she does with usability, I always shorthand that for people as that’s watching people do stuff.  And so, I’m curious for anyone on the panel what role do you think observational data, watching people vote, watching people go through the process will have in improving processes, as well as the computational data that we already collect at the polls and after on Election Day?  So, what’s the future of observational data and how might we use it?

DR. HALL:

You know, based on the work that Lonna and I have done in New Mexico, Utah, and other places, those data are invaluable because they help you understand how people actually interact with poll workers.  So, for instance, if you want to understand a voter ID law, it helps to actually go to a polling place and see how poll workers implement it.  And we know from our research that different poll workers implement it differently, based upon how they -- you know based on their educational attainment is a big predicator for instance.  We know that from survey work, but watching people do it is amazing because you can have -- I may check in people one way, and then, I’ll switch jobs and then, she’ll check in people a totally different way.  And so, unless you observe, you’re not going to know what’s actually going on.  And so, that’s a key aspect of understanding elections is actually to go in and watch people or watch how a polling placed is set up and realize that the flow in it is horrific.  And, you know, if you don’t observe you’re never going to know those things.
MS. CHISNELL:

And then, watch how the poll workers actually change the flow to improve the flow.

DR. HALL:



Exactly.

COMMISSIONER MASTERSON:

Right, yeah, I think that’s an interesting question, too, in that election officials don’t have the resources to spare on Election Day to just send some workers out to watch, right?  That’s a pretty tall order for particularly mid to small jurisdictions, and so, that’s where those relationships and partnerships come in, where, you know, perhaps, you can get that data in other ways through other people, so great question.  
Next question?

MR. RICH:

Seth Rich with the DNC.  I think several of you have spoken about provisional ballots and rejected ballots.  I guess we’ve looked at, as an outside practitioner with a vested interest in training our voters, how do we get better access to data that tells us why ballots are rejected, why ballots are cast as provisional so that we can analyze that and then develop better training guides?

COMMISSIONER MASTERSON:

Can one of the election officials speak to any work you’ve done with either the parties or other groups on that type of information?

 MS. McREYNOLDS:

Yeah, so, from Denver’s perspective, one thing that we do, and we do this for sort of the parties or any candidates involved in any election, we have a secure ftp site, and we post, basically, who’s voted, and sort of the status.  And so, if they have a rejected ballot, whether it’s signature discrepancy or unsigned ballot or maybe they had an undeliverable ballot, all of that data is posted daily during the election.  And then, we actually also proactively send out, you know -- because we have to notify the voters if there is some sort of issue with their mail ballot, we also give the parties and the campaigns the exact letter that we send to the voters.  So then, when they do their follow up and they contact the voter they have exactly the same wording that we send out, so there’s not confusion.  So we found that actually giving more information and being more upfront with that data, with the entities, has been much more effective for everybody involved instead of sort of holding it back.  So we’ve tried to put it out there.  

The provisional ballots have significantly declined in Colorado.  I put up some data earlier that shows that.  And a lot of -- most of the reason for that is the voter registration modernization that we did, where we eliminated the precinct registration deadline, and now, have same-day registration.  So, we really have taken care of most of the reasons that voters would vote a provisional.  The other reasons are because they didn’t bring the ID and it’s Election Day, and they don’t want to go get it, so they vote a provisional or maybe they didn’t -- they moved into Colorado after the state residency requirement, so potentially, they might vote one there.  So there’s very few reasons now why someone would even vote a provisional in Colorado and if it does get rejected it could be maybe they haven’t gotten off their felony status yet or, you know, one of the other kind of pretty straightforward reasons.  
So, I think sharing that data, analyzing that data, and involving the parties, and sort of the entities that have an interest in that to get them that data, and then, talking about it collectively, and working together on training, and communication tools for doing that are all very important.
MS. MORRELL:

The only thing I would add is the key to that are states need to have a statewide voter database so that we can code those.  And I know in Utah, you know, as we were transitioning through that and pieces of that were missing because we hadn’t fully understood how to utilize that, not every county was inputting that the same way, and EAVS was a good way to showcase that, so that we could make that change.  So, we’ve got to make sure that all of the states, as they implement that, teach their counties how to report those similarly and it makes it -- like Amber said, it becomes a very automated process.

COMMISSIONER MASTERSON:

The other alarm going off in my head is we have a common data format for these voter registration systems in other places it’s very easily reportable and collected in that way, as well.

MS. McREYNOLDS:

And I think the one thing on that is every state codes provisionals differently.  So, like Colorado, we have -- it’s not just accept and reject, there’s a whole list.  And that’s going to change by state.  And so, I think getting to a common format for that, too, is going to help, just from a national perspective, you know, communicate that information effectively and provide better training, if that’s possible.  If states could collaborate and come up with common ways of that being reported, it would be very helpful.

COMMISSIONER MASTERSON:

That’s the end of our time.  I want to sincerely thank all of you for sharing the information.  There’s -- actually Pew just released the Panel Performance Index and this panel actually scored number one.  So congratulations to all of you.

[Laughter]

COMMISSIONER MASTERSON:

And it’s lunchtime, it’s lunchtime.  So, thank you all.  We’ll be back in one hour, one hour.

[Applause]

***

[Luncheon recess from 1:00 p.m. until 2:09 p.m.]

***

CHAIRWOMAN McCORMICK:
We’ll be started off by two Ted talks.  Our first Ted talk will be by Michael Vu, who is the Registrar of Voters from San Diego County, one of the luckiest registrars in the country, a beautiful jurisdiction.  
So, everybody welcome Michael Vu.

[Applause]

MR. VU:

Welcome back everyone.  As Christy said, my name is Michael Vu.  I’m the Registrar of Voters for the County of San Diego.  
So, by now, you’ve heard and everyone in this room knows that data, election data is important.  So, what I’d like to do is give you a different perspective of how we may see it, a different perspective.  So, let me start with this and see if it resonates with you, that’s right, the dreaded long line.  Besides hearing or reading, voters were being disenfranchised today, in the newspaper, on the radio, on television, the sight of a long line can be the death knell for an election official like me.  Now, let me put that into context for you.  When the President of the United States of America forms an Election Commission, in part to look at why there were long lines in this past presidential election and to come up with recommendations on how to fix it, you know you have a problem.  For an election official, the mere sight of a long line can make them want to crawl into the fetal position.  Now, I may not crawl into the fetal position, but I may, just may, go back to my office and say a prayer, or two.  Now, when we look at this line you think of voters being inconvenienced.  You think of voting being difficult.  You may even say to yourself where was the planning by the election administrator in this election?  
But there is a contrasting point of view.  Instead of looking at this line of individuals as a negative, imagine that this is a line of individuals that are waiting in line to get into Celebrity Chef Gordon Ramsey’s restaurant or that it’s a long, long line because it’s a once in a lifetime chance to purchase tickets to a Rolling Stones’ concert.  If you’re an election official, if you’re an election advocate, if you’re an election academic, a candidate, a campaign we all want to go to this dark place when we see a line.  And the reason why we want to go to this dark place is because we equate it to voters being turned off or turned away.  But why is it that when we go to and see other types of lines we have a different perspective, we have an optimistic perspective?  Instead of being overly concerned about this line, can we see and maybe consider that there is something thriving or exciting happening?  Here’s the truth to this picture.  It’s this guy who’s dressed up as Toad.  And for those of you who do not know who Toad is, it’s this character who’s part of the Mario Brothers’ series.  You see this line is not of individuals waiting in line to cast a ballot, these are individuals waiting in line to attend this year’s Comic-Con in San Diego. 
[Laughter]

MR. VU:
Now the question is is Comic-Con thriving?  Comic-Con is thriving so much so that it’s gone international.  Where else, maybe besides Halloween, are you going to find 100,000 adults dressed up as Iron Man, Captain  America, perhaps even as a zombie on the TV show “The Walking Dead.”  Comic-Con is thriving so much so that the genius humans that we are have recognized that there’s going to be a long line at Comic-Con and that there’s going to be a long line inevitably somewhere that we have developed an app for people to stand in line for those who are standing in line.  That’s right, someplace, sometime, somewhere if you’re standing in line you can now rent a human being.  They call it the Uber of Lines and it was used in this past months’ Comic-Con.


Now, Comic-Con is a thriving event.  That’s what I call a thriving event.  But let’s take this notion of thriving and scale it larger.  Let’s take this notion of thriving and apply it to elections and a thriving community.  There are many facets to a thriving community, whether it’s the crime rate, whether it’s affordable housing, whether it’s unemployment, whether it’s our infrastructure, whether it’s health indicators such as the mortality rate or it’s our election participation.  Now, to focus on how well we are participating in elections we need to step back, we need to step back and determine for ourselves what it means to have a thriving community.  So, again, I submit to you that to have a thriving community we need to know our community and to know our community we need to have data.  So how do we build a thriving community?  
There is a story that may unlock what I’m trying to get across.  It’s a story that has -- it’s a success story that talks about data and the success of using data.  I call it the Twinkie story.  Now, in November of 2012 there was something much larger happening or some would argue much larger happening than the President getting re-elected.  In November of 2012 we saw the demise of the Twinkie.  That’s right.  Hostess, the maker of the Twinkie, went out of business.  So what you -- it was all over the newspaper, radio and television.  You may have heard about it.  One of the things that you may not know, though, is that two individuals shortly thereafter came in and purchased the company.  Their names were Andy Jhawar and Dean Metropoulos.  These two individuals purchased the business for $410 million with another $250 million intended to be spent to revitalize the company.  So, no more than six months after the Twinkie went out of business, they were back on the shelves.  So what did Jhawar and Metropoulos do to save the Twinkie?  Well, they had data.  They analyzed the data and saw two significant data points.  Their very first was is that as Hostess was going out of business they were still a $1 billion company, a $1 billion company.  The second thing that they saw was is that 36 percent of that $1 billion was being eaten up as a result of the cost of delivery to 5,000 stores.  What was the problem?  Well it was the shelf life of the Twinkie.  Now I could probably see some of your faces here.  You thought, well, I thought the Twinkie lasted forever.  That’s what I thought.  It doesn’t.  It lasts for 25 days.  You see the thing that Jhawar and Metropoulos knew is that they needed to extend the life of the Twinkie.  So they re-engineered it to not last 25 days, but now 55 days, 30 more days than what they had done previously, that’s right. 
[Laughter]

MR. VU:

Now -- 30 more days.  As a result of changing the number of days that a Twinkie would last, they were able to change the distribution model; a distribution model from a bakery to store to a bakery to warehouse distribution center.  And as a result of doing that they were then able to not only deliver to the 5,000 stores, they were able to deliver to 100,000 stores.  If you read the story about these two individuals you’ll find out, essentially, that their philosophy was wherever you can piece a piece of candy you should be able to buy a Twinkie.  The results were impressive.  Not only were they able to reduce the delivery rate from 36 percent, but they were able to reduce it to 16 percent, and a $1 billion company to now what is projected to be a $2 billion company.  Jhawar and Metropoulos knew their numbers.  They not only knew their numbers but they acted upon it.  And as a result, not only is the Twinkie saved, but it’s thriving.


Now, if we applied this to elections, try to apply this to elections, if we took the key pieces of information in elections and applied it to such things as this long line, we may be able to reveal the mystery of it.  I submit to you that if you are not tracking, compiling, cross referencing data, you are not leading for the long term, you are riding a wave that’s going to hit a shore break.  The larger question is what are we doing with all of this data?  For elections administrators, we are in the business of knowing our numbers and to act upon them.  Now, the public, they see turnout as the indicator, the key indicator, not knowing that there is a treasure trove of election information at our disposal.  

One of my main responsibilities when I came to the County of San Diego was to oversee our language services program.  Now, our language services program consists of four federally covered languages; Spanish, Philipino, Vietnamese and Chinese.  As part of that program, we have four coordinators for each one of those languages.  Their main responsibilities was to go out to the community and talk about the services that we provide, as well as about the election process.  One of the things that they would come back, though, when they would visit and meet with our community based organizations was is that these community based organizations wanted to have data.  They needed to know how well they were participating in the election.  The problem was is that we couldn’t give it to them.  And if you know California’s registration form, you know that there is a check box that you can indicate which ethnic background you belong to, but it’s optional.  And so, that there was no way for us to extrapolate out with any level of precision what the populations were within these four targeted communities.  But these requests would keep on coming in.  They would keep on asking us for this data and we felt a little helpless because we gave them the same answers.  Well, we finally, after a year, or more, we came back to the table and asked ourselves, can we provide at least estimated data?  Is there another way around this?  And the answer was yes.  And once we were able to answer that, we were able to compile the information.  We took birthplace data, surname data, as well as those individuals that requested their materials in a specific language.  We compiled all that information and gave it to these community based organizations.  And, as a result of being able to do that, they were ecstatic.  For the first time, for the first time they were able to baseline themselves of how well they were participating in the county in the election process.  Now, that was a benefit for these community based organizations as well as the targeted communities.  For us -- it was not only beneficial for us to know that information, but for the first time we were able to determine how well our program was, how effective that program was. 

The theme here is that once we were able to get over this mental block of providing the data, and how to provide the data, it was easy to compile the information.  Now, there’s a slide that I like to show.  This slide essentially confirms a couple things for us.  Number one is that if you look at the vertical aspects of this you will see that it confirmed for us that the targeted communities participated lower than the general population, registered population, but if you -- that’s the vertical view.  But if you look horizontally what you will see and what was telling for us in terms of a storyline is that these targeted communities, these individuals that were registered and receiving a mail ballot were participating higher than the general registered population within that community, as you see here, by ten percentage points.  That was key for us, because that allowed us to create a message for the targeted communities as well as for ourselves.  


Now, data doesn’t need to be this complex, overwhelming, non-sentient being.  It doesn’t need to be 
-- have these over complex formulas.  It doesn’t have to be fancy.  You don’t need the oohs and aahs.  But if you know your data and can effectively tell its story, you will be able to plan for not only the short term, but the long term and improve such things as your election operations as well as perhaps come up with the next generation of election innovation.


“Tip” O’Neill, former House Speaker, he coined the term “All politics is local.”  What he was referring to is an elected official needing to know that wants and needs of his or her community in order to be an effective leader.  Well, all elections are local.  To be effective, to be a leader, you need to know your community and to know your community you need to have data.  
As you look at this line, again, I hope you will see the opportunities that we can achieve through compiling of data.


Thank you.

[Applause]

CHAIRWOMAN McCORMICK:
Thank you so much Michael.  As a Star Trek fan, I appreciated that last slide.


So, now we have with us Michael Winn.  Michael is the Director of Elections for Travis County Texas.  Travis County is doing some exciting, exciting things with creating a new vote system.  And Michael is also coming off a very successful year as president of IACREOT.  And I won’t go through that acronym Karen, because I don’t know them all.  Michael can tell you that.  So…

MS. LYNN DYSON:



Clerks, recorders…
CHAIRWOMAN McCORMICK:


Clerks, recorders, treasurers, elected officials, whatever.

[Laughter]

CHAIRWOMAN McCORMICK:
Michael, thank you so much for being here and we look forward to your talk.

MR. WINN:



Thank you.

CHAIRWOMAN McCORMICK:


Welcome.

MR. WINN:

Good evening, nice slide.  My talk is going to be a little bit different.  I’m going to not bore you with statistics, numbers.  I want to talk to you about inspiring others through a vision.  I like this slide because the guy in the gold is running up the stairs and folks are following him.  What do you think great leaders have in common?  The greatest leaders are those who can effectively communicate a vision.  A vision is like a billboard, it delivers a succinct idea quickly.  

One of the most effective visionary leaders in the 20th Century was President John F. Kennedy.  In his 1961 inaugural address, JFK presented a vision.  “Together let us explore the stars, conquer the deserts, eradicate disease, tap the ocean depths and encourage the arts and commerce,” powerful words from a powerful leader, a man who had vision.  How do leaders communicate a vision?  There’s actually nothing mystical about a vision.  A vision is a picture.  A trademark of great leaders is that their vision includes big ideas.  Big ideas get people excited.  People want to work on something that matters. JFK’s billboard was 35 words that instantaneously communicated many things he wanted his presidency and legacy to be.  Most Americans who heard or read his inaugural speech knew immediately what he wanted to achieve.  


Every effective leader has a vision.  I like this slide because some leaders can look down the road when the path is irregular, winding, difficult with bumps, a leader is able to look further down the road.  For every effective leader there’s a vision.  For Susan B. Anthony it was a United States in which women had the right to vote.  For Nelson Mandela it was a South Africa without apartheid.  For Cesar Chavez it was better wages and better working conditions for the migrant farm workers.  Some examples of big ideas that most of us are familiar with are antibiotics, cars, air conditioners and even the Internet.  Even these examples of famous leaders and big ideas are good, but they’re no different from the community leaders that we have now and the ideas that they express.  


How does a leader use a vision to lead and inspire?  How can a vision mobilize and inspire people so that others will want to join in making a vision a reality?  As an election administrator, I provide vision to a variety of groups; election staff, professional associations and groups interested in voting issues.  
I want to talk to you this afternoon about two things that I was intimately involved with and that have been important to me both professionally and personally.  


The first is being inspired to be part of an organizational merger.  Some say it couldn’t be done, that it was hard, there was too much history involved, you’ll never get the approval of your membership.  There was a lot to consider in order to change members’ attitudes, their ideas of retaining traditions, their overall uneasiness to accept a changing environment.  That merger was done because there were those who had vision.  There were those who had vision to get the job completed.  


The second is a discussion and a development of a new voting system in Travis County, Austin, Texas.  This was something that had been discussed for a number of years.  It was a bold and drastic move.  It was a game changer.  It meant that the team assembled had to push to do things differently.  It, too, required someone who had vision.  It, too, required someone to inspire others to be a part of a development process.  Dean Logan is here today.  LA County is doing some great things.  He’s a man of vision.  He can lead.  He’s one of my heroes.  Great leaders know how to paint a vivid picture of the future.  They make it look very, very, very easy.  However, most of them have worked very hard to develop and articulate powerful thoughts. 


So, what I have noticed in leaders who have vision, they have six common characteristics which I have called the Pacman principle.  “P,” perceive.  In order to determine a vision you must be perceptive, you must pay attention, you must ask questions, you must probe, you must discuss, you must gather data and information and you need to determine the unmet need.  One of the things that had to be done to make this merger work, we had to inspire the team that we could make it happen.  We had to be able to get everyone to buy into the idea of why it was a good idea.  Therefore, we had to adapt, getting feedback, and incorporating that into our vision.  This is where you have to bring everyone to the table, get them to discuss all the possibilities; the pros, the cons, and what the benefits could possibly be.  In the end, you wound up with a successful and worthwhile goal. 

This is a picture of myself and Mr. Neal Kelley.  We’re both presidents of two national organizations.  Neal I’ve known 15 years, good man, a man of vision, a man who can lead, a man who can inspire.  And because of that, it fed me to do the same, and in the end we were able to merge two great organizations.


In staying with the Pacman principle, the next concept is compose.  Because we live in a fast-pace world with little time for writing, many want to skip this step.  When you write, you discover how to say precisely what you mean.  When you want to articulate a vision, getting it on paper is a crucial step.  In this step the second conversation is how we were able to compose and put onto paper our vision and our conceptual idea of Star Vote Travis County, an idea that was talked about for several years, which meant we had to have individuals from opposing views sitting together coming up with a solution.  And as a result, after two years of intense talks we were able to put out a request for information, RFI, a month or so ago.  And we do that to gather data and to gather information.  

Next we had to mirror.  This concept focuses on stories, examples that form visions and clarify your values.  These stories enable you to speak authentically from your own wisdom and experiences.  Leaders connect with people by weaving inspiring stories into their vision.  Don’t be afraid to mimic or copy an idea that has been successful.  Merle King tells us that all the time.  He’s another one of my heroes.  It is really a compliment to the person who had the original idea.  Inspirational stories are a rich source of material that can crystallize a vision.  These can include personal challenges, major changes and new experiences.  Inspirational stories can also get you to reflect on lost opportunities, failed attempts, turnarounds, famous people, remarkable events and memorable events.  

Next we articulate.  If you have followed this process, speaking and communication your vision is a natural outcome.  A leader is more powerful and effective when he or she because of the way he speaks understands and is able to communicate the process.  Speaking well requires practice, but all the preparation in the world would not wow an audience if the leader cannot speak passionately, fluently, and confidently of their vision.  


Last, there’s navigate.  You can overcome resistance by communicating the parts of your vision that people can relate to.  They may not be ready to think about an overall plan for transforming an organization or a system.  However, they may be able to think about doing part of the vision.  


This is why Travis County Star Vote is at a crucial crossroads in the RFI process.  We have perceived, we have adapted, we’ve composed, we’ve mirrored, we’ve articulated, and now, we’re navigating how we want this process to help us determine if we’re on the right track by collecting information and ideas from those who have knowledge and who are experts in the subject matter.  


A powerful vision well articulated tracks people, motivates them to take action toward progress and driven results.  For example, your neighbors are concerned about a busy road but can’t agree on a solution, but everyone agrees that potholes are a problem.  Talk about filling the potholes.  Figure out who the experts are and how they can help you realize your vision to inspire others to work to build something together.  Talk to people where they are.  Talk to people about their conditions, their personal needs.  This will help you build trusting relationships.


As I look across the audience here, I see a lot of friends, a lot of acquaintances and a lot people that I have met over the years, and what I see are a bunch of Pacmen and Pacwomen.  And I want to take this opportunity to tell you, thank you for inspiring me to have a vision to inspire others.  I think that because of that it’s a symbiotic relationship and we feed off one another for the greater good.  Thank you.

[Applause]

CHAIRWOMAN McCORMICK:
Thanks so much Michael, a perceptive talk by an articulate man.


We have a break until three o’clock, so you can get out and get a snack and a stretch.  The two -- two people from our staff will be taking taxi reservations, Deanna Smith and Shirley Hines, so if you need a taxi after our last session, please see them and they’ll make you a reservation.


So, I will see you all back here at three o’clock for our next and best panel. 

[Laughter]
***

[Recess from 2:45 until 2:59 p.m.]

***

CHAIRWOMAN McCORMICK:
Welcome back, we’ve saved the best for last.  Where’s Commissioner Masterson?  He’s not in the room for that.

Okay, so thank you for sticking it out this far in the day and for those of you watching on our Webcast, thank you for sticking with us.  There’s been some great information, so far, and I think we’ll have some more for you on this panel.

So we’ve heard about Arapahoe County’s lowly Toyota Camry and Hollywood Dean’s tricked out Lexus.  So fasten your seatbelts, this will be the Cadillac of panels.  He walked in the room right in time. 

[Laughter]

CHAIRWOMAN McCORMICK:
So this panel is “Connecting the Dots:  Who Collects Election Data and How They’re Doing It?”  We have a couple of academics on this panel, but we also have others who collect and use election data for different purposes.  There’s a tension between the practical collection and use of data by election practitioners and the “pure” election data and statistics sought by academics and other organizations, such as Pew, who collect data and use data fall somewhere on that  line continuum and perhaps we can explore that tension on this panel a little bit.


Stakeholders have different uses for the data; academics for their studies, candidates and campaigns to inform strategy, prosecutors and litigators for evidentiary purposes, election officials to improve processes, create efficiency on limited resources and to serve their voters, media to broadcast and write news stories, legislators to inform policy and create budgets, advocacy groups to spot and draw attention to problems, and issues and voters who are now asking more questions than ever, and we owe them answers, information and transparency.  And we need to answer those questions, based on data.  Data is the driver of decision making in all these areas and we’ll look at today who’s collecting the data and why and how we get assistance to those from whom we collect it.  

So, we’ve got a great panel here.  I will start at the end, we have Lonna Atkeson.  Dr. Atkeson is a Professor in the Political Science Department at the University of New Mexico.  She works on assessment of electoral performance and voter intent, and especially in New Mexico in the southwest, and a number of other issues, as well.


Next to her we have David Becker, and Mr. Becker directs the Pew Charitable Trusts election initiatives, including research on election administrative efforts, on UOCAVA voting, assessing election performance through better data, use of technology to provide voter information and upgrading voter registration systems.  He’s got some fascinating programs that he’s doing at Pew that we’ll hear probably about.


Next to David we have Sarah Brannon.  Sarah leads the Project Vote’s effort to ensure that all states comply with the NVRA, which requires that states offer voter registration opportunities to their clients and applicants of public assistance agencies.  


On my left here we have Julie Flynn.  She is the Deputy Secretary of State for the State of Maine and she oversees the voting and elections process in that state.  They look -- they are known for customer service and government efficiency in the -- it’s the hallmark of the Secretary of State’s Office in Maine, and they use technology, education initiatives in a variety of projects that are designed to strength democracy. 


Next to Julie, we have Elaine Manlove.  Elaine is Commissioner for the Department of Elections in the State of Delaware.  Her office has implemented a number of initiatives using technology in elections and data processes, including e-signatures and e-poll books.  Her office touches every aspect of the Delaware voters’ experience.

Next to Elaine, we have Michael McDonald.  Dr. McDonald is an Associate Professor of Political Science at the University of Florida and a non-resident senior fellow at the Brookings Institution.  His research focuses on elections and methodology, especially voter turnout.  He’s also a principal investigator in the Public Mapping Project and he’s authored numerous articles for many political and law journals.


And at the end, a familiar face who gave a great Ted talk and who didn’t bring us Twinkies, unfortunately, is Michael Vu.  Michael is the Registrar of Voters in San Diego County California, one of the “big five” in Southern California.  He oversees a voting and elections operation that serves over one-and-a-half million voters.  He previously worked in elections in Cuyahoga County, Ohio, and Salt Lake County Utah.  

And so, welcome to our entire fantastic panel.  I’m looking forward to hearing your comments and hopefully having a more organic conversation, and I hope you’ll all interject yourselves once we all get through our comments, responding to questions, and we’ll welcome, also, questions from the audience, as well.  So, we’ll start with Dr. Atkeson.

DR. ATKESON:

Okay, so here’s my timer, right?  So, when we connect dots we need to know that it’s going to create a picture of something, right?  So, each dot allows us to tell -- each dot alone, right, tells us nothing.  But together, they tell an important story, a valuable story.  And in our case, right, the data are the dots.  And alone, they’re meaningless, but where we have many of them, it helps us to form a rich story about what’s happening in our election ecosystem at all levels; the national level, the state level, and at the local level.  We can’t tell how we’re doing until we have all the dots and we can make comparisons between the dots.  Once we realize, from examining the data, that some jurisdictions are doing better than other jurisdictions, then, say, in absentee ballot rejection rates, for example, or something like that, we can examine that particular place and say, “How are you doing this better?  What processes are you doing that we can adopt, so we can do it better?”

So this brings me to an important implication, I think, which is that the EAVS data are currently collected by the state, by the jurisdiction, or by some back-and-forth process between the two of them.  And then, that data gets reported to the EAC, and then, it’s aggregated to the state level and written up in an EAC report.  But that data never really gets back to the local level or to the local jurisdictions.  And for jurisdictions to glean value from the data they’re producing, may need to collect it, because collecting data actually is very informative if you’ve collected it.  It tells you a lot.  You start forming a picture just because you’re collecting the data.  And so, they need to collect it and then they need to interact with it, so that they can interpret and create a story about the data.  

Therefore, it seems to me, there should be a process for the state to provide the jurisdictional data for the whole state back to the jurisdictions, so that they have an opportunity to look at the data and compare the data within their own, you know, constant election community, their own ecosystem, and the rules and laws associated, right, with that.  Right now, we have a process where the data are collected and they’re shipped off and actually not easily or readily available, you know, in their lap, to the local election officials, where it might help to inform the process and improve the election administration.  So we need to encourage localities to look at their data, and so, therefore, we need to give it back to them, so that they can do that.  It’s going to tell election officials who the stronger players are, it’s going to create competition, “Gee, the counties next door are reporting that data, in my state, how come I’m not reporting that data?”  And then, it provides opportunities for conversations between groups because they have the data.  In New Mexico, I have a very close partnership with Bernalillo County Clerk Maggie Toulouse Oliver and her deputy Roman Montoya and each year since 2006 we have done independent evaluations of the elections process collecting and looking at data.  
Sometimes it’s a really painful experience, because we find that things are wrong and they’re not working, so sometimes it’s actually really painful and sometimes things go wrong.  We all know there’s no perfect election, right?  But it’s an ongoing process, and we keep looking at the data and we keep extending what we’re doing and we make changes, and then, when something does go wrong we can say, “We’re on it, we see that problem.”  So, examining the data and looking at the data continuously and having that feedback loop also provides, in a sense, cover when things do go wrong, as election officials, because we can say, “Hey, you know, we’re out in front of this and we’re going to make sure that doesn’t happen next time.”  So the data and the usage, we need to find a way to encourage consistency in data, and encourage people to look at the data so that we can make reliable and valid conclusions about where our election processes should go. 

And I have 45 seconds or something.  So, there you go.

MR. BECKER:

Actually, I’m just going to put this like because I never have a problem with being longwinded, so that’s…

[Laughter]

MR. BECKER:


Yeah, I’ll take that one.
CHAIRWOMAN McCORMICK:
Take your time. 

MR. BECKER:

All right, so a few people have already talked about long lines from 2012, and of course, we know the story about long lines, not because of data, but because there was -- there wasn’t one news crew, there was, basically, every cable news network was camped outside that one Miami Dade polling place on Election night, 2012.  What that told us, is that one polling place had really long lines, but what it didn’t tell us, are there long lines in Oklahoma?  We had no idea because there were no cable news networks camped out at the polling places in Oklahoma.  So this is why data is so important, so we can move beyond the anecdote, that maybe the media or others will report, and get to actually be able to understand how states are doing against other states, how states are doing against themselves over time, whether they’re improving or they’re not improving.  And, we, at Pew, have been working to assist this effort for quite some time.


It strikes me, as we’ve been talking about data today, that there’s, actually, at least two distinct buckets of data that we’re talking about.  I think it’s helpful to kind of differentiate the two of them.  One is what I call input data, or data that assists election officials in doing their jobs better.  A good example of this would be voter registration information, data that you might get in -- and you heard people like Amber and Dean and others talk about this -- things like the Electronic Registration Information Center, or ERIC, which has been mentioned a couple times, can give data to election officials, or they can get it from other sources to identify, if someone has died for instance, or someone has moved out of their jurisdiction.  That’s very hard information to get at, but that’s input data that can be very helpful.  And the consumers of this data, the ones who really benefit often are the voters, themselves, because the system works better, and so, the voters have fewer problems on Election Day.  


And then, there’s output data.  That’s data that tells us, well how are we doing?  Are we doing a good job?  How did the election go?  And again, this is -- there are many consumers of this data; media, academics, non-profits, like Pew and others.  But something strikes me about both these buckets of data, and that’s that election officials are both producers and consumers of both.  And this is why election officials actually have the most to gain when data is well collected, accurate, and can be assessed properly.

There are many ways that, we, at Pew, have been using data, along with a lot of our election official partners in the state.  Probably one of the most notable has been mentioned before, our Election Performance Index, which we started looking at the 2008 index in partnership with many of you in this room, in particular Professor Charles Stewart at MIT, and this is building off of an idea that Professor Heather Gerken at Yale Law School had regarding a Democracy index, trying to objectively assess how well elections are going in the states over time and in each election.  And we offered in an index for 2008, 2010, 2012, and the 2014 index will be available in the early part of next year, because most of the data that we need didn’t come out until recently, but that’s very helpful.  It relies very heavily on the EAVS, as we mentioned before.  I’ll talk a little more about that and some of the challenges in just a second.

Another area in which we’ve been using data is in the voter registration space, in particular.  The National Voter Registration Act, or Motor Voter Act, and trying to assess how well states are providing voter registration services at motor vehicle agencies.  This seems like a rather basic thing.  Motor Voter has been around since 1993, over two decades, and yet, for those of us who have looked at this issue, there’s clearly wide variations in how states are doing.  And when you see a state that’s doing really well, and there’s two of them represented in here, Elaine Manlove from Delaware and Chris Thomas from Michigan, when you see it working really well, about 85 percent of voter registration activity comes from Motor Vehicles, as it should.  That’s where people go when they have a life event.  When you see it not working very well, it’s significantly less.  And what we did when we looked at this in March -- I’m sorry May of 2014, in a report called “Measuring Motor Voter” we found we couldn’t even collect adequate data to assess whether states were doing well enough or not.  We started saying, we want to see how well the states are doing.  We couldn’t even get basic statistics like that.  
And then, also, many people might not realize this about ERIC, but one of the cool things about ERIC, which again, there’s 12 states and DC that voluntarily participate in this data sharing effort, is they all voluntarily also agree to share data on how well they’re performing, what’s happened to their election rolls over the previous two years.

I’m just going to briefly talk about two sets of challenges that we see in the data.  First is incomplete or sloppy data.  I’m going to read a couple of quick bullets from the recent EAVS.  So, first there was one state, I won’t mention which, that did not report the total number of votes cast.  Very hard to tell what’s happening in a state when you don’t know how many ballots were cast.  There were two states that didn’t report how many states -- how many votes were cast on Election Day, itself.  Very hard to assess whether early voting and mail options how they were performing relating to Election Day voting.  There were at least six states that when they reported on voter registration data, over 50 percent of the voter registrations were sourced as coming from not categorized.  So, it doesn’t really tell you if online voter registration and other efforts are working in a state like that.  And then one state, in which, and I, again, won’t mention which one, but someone else on the panel might, where voter registration and turnout matched exactly, a state with many millions of voters.  So, that’s highly implausible, I think we’d all agree.  So, those are the kinds of challenges we face.

With that I will hand it over to Sarah. 

MS. BRANNON:

Thank you, I am going to use the timer because I do have a tendency to be a little longwinded.


So, I’m going to talk a little bit today about a specific example of some of the data that’s collected and reported to the EAC, which David mentioned, which is the NVRA, the National Voter Registration Act.  And one of the things the EAC does biannually is do a report to Congress about voter registration data.  The voter registration data is collected specifically because the NVRA requires states to collect and report it.  It’s intended-- it’s in the statute that it’s intended that the collection should be done to do an evaluation of whether the NVRA is effective, and whether the states are achieving the goals of the NVRA.  
The NVRA has three sort of distinct overarching goals.  One is to increase the number of eligible registered voters, to ensure accurate and current voter registration rolls, and then, to enhance participation.  So, the data that is collected, as part of preparing the NVRA report, is an invaluable tool to evaluate whether or not states are doing this correctly and whether or not the NVRA is achieving its goals in the states. 


Project Vote, specifically, and others, review and analyze the data from the EAC’s biennial NVRA report regularly as part of an ongoing effort to evaluate NVRA compliance.  Per the regulations, the specific data that’s collected is the election officials report, the number of voter registrations that are new, duplicate and rejected voter registrations that originate from the different NVRA required sources; the DMV, public assistance agencies, mail voter registration, they’re now collecting online voter registration.  All of that shows sort of how the NVRA processes in terms of complying with NVRA’s requirements that you’re offering a meaningful opportunity to register to vote and many areas are adhered to.


I’m sure, as many people in the room are aware, Project Vote and its partners do regularly bring litigation against states making allegations of poor NVRA compliance.  The starting point, in many circumstances of our investigations, is the EAC reports.  So, while I like to think most election officials have very good intentions and are really interested in improving their NVRA compliance and expanding the voter registration rolls in their states, one of the advantages to good collection of data and reporting to the EAC is that it establishes that there is good compliance with the NVRA.  If a state has reported good habits -- has good reporting habits and has reported numbers that shows they are collecting good and consistent numbers of voter registrations from all of those NVRA data sources, Project Vote and other interested parties are less likely to investigate further, because the reporting in the EAC establishes that you are, in fact, collecting voter registration, where you’re supposed to be collecting voter registration, and therefore, complying with the requirements of the NVRA.


But aside from the fact that the EAC reporting is invaluable to what Project Vote does, I think this information is also invaluable to election officials.  Most election officials do believe in the goals of the NVRA and this process of collecting and reporting the relevant data is really the best way for them, also, to evaluate their own achievements, measure their work over time and learn from other states to see that in Michigan they have really good compliance with the DMV sections, because their numbers are so high, and then, you can know I should call and talk to people in Michigan about what they’re doing and why it works so well, and maybe I can implement that in my own state.  I think the EAC’s report, the NVRA report is an invaluable way to evaluate what’s going on within the different states, so that we can learn from each other about best practices to achieve the goals of increasing voter registration, of having more accurate voter registration rolls and expanding participation.


And the EAC report, when it works well, is the best way to show this achievement.  On a sort of more in the weeds note, but follows up on little bit of, I think, what Lonna was saying and David was saying about the quality of the EAC reporting that’s done, we have some anecdotal evidence that the reporting can be done better.  And it’s not really sure why, but I have a theory that one of the things that happens is local election officials do a lot of the reporting into the EAVS system, and then, I don’t know how much oversight the chief election official in any given state does, but Project Vote, through our work with states on NVRA compliance, has a number of states that report to us directly, on a quarterly basis, usually.  We think the information usually comes from somebody in the Secretary of State’s Office that they pull directly from the statewide voter registration database and the data point they report to us most regularly is the number of voter registrations generated through the public assistance agencies.  In quite a few states, in the 2013 and 2014 recycle, the numbers that they report to Project Vote on a regular basis are tremendously higher than what was reported in the EAC report.  And a couple of these states where this is true, we’ve done a lot of work with them. They’re doing a very good in complying with the NVRA.  They’ve had significant improvements in the number of voter registrations that are being generated, in their processes, in their information, I think in the work they’re doing with local election officials.  But it was not reflected in the recent EAC report, so they don’t get any credit for that achievement on a public/national stage.  So, I would recommend sort of in the weeds thing is to try and figure out, maybe we can learn some lessons from why some states in one context do a really good job of tracking, collecting and reporting, and then, have had trouble translating that information into the EAC report, which I think most people use; a lot of non-profits use, a lot of academics use, a lot of other election officials.  That’s their easiest access to knowing what’s going on in your state.

CHAIRWOMAN McCORMICK:
Thank you Sarah, I now go to Julie Flynn from the State of Maine.

MS.  FLYNN:

I’ve been an election administrator, now, for just over 27 years, a little over 20 years for the Secretary of State, and seven years before that in the City of Portland, Maine.  So, I’m pretty familiar with collecting data, particularly for NVRA.  
EAVS is very important because when we adopted or implemented HAVA, at the time that we amended our state law we made voter registration data confidential and it is only available to campaigns, either issue or candidate campaigns or get out the vote efforts to get the whole, you know, the voter registration data, itself.  So, people doing research aren’t able to get the full data and deconstruct it to try to get the statistics.  So, tools like the EAVS report, where we’re pulling out the statistics, I think make that more readily available.  And I like the fact that we’re providing that information.  Once we can refer back to it, if someone asks us for that, we’re able to pull it out from what we gave to the EAC, so we’re not having to reinvent the wheel to answer all these queries. 


I think that we’ve done a lot to try to improve our response quality before the central voter registration system.  Maine is a municipality based registration and election system.  We have 500 municipalities.  Our smallest has three or five voters depending on this one family that moves in and out of town.

[Laughter]

MS. FLYNN:

The largest is Portland with just over 50,000 voters.  Our next largest is 30,000, a couple in the 20,000 range, a few in the ten to 20, and then about half of our jurisdictions have fewer than 900 voters.  So, we’re very rural, over a large area.  I think we’re probably the third largest number of jurisdictions, quite a bit behind Michigan and Wisconsin.  
But we -- trying to get the data for NVRA reporting prior to having a central voter registration system was horrendous.  We didn’t get good reporting and they weren’t all pulling the same thing.  We had to keep, you know, reaching out and trying to get the data.  We implemented a central voter registration system, where we designed the system to capture what was needed at that time for NVRA reporting and the absentee ballot tracking, both for civilian voting and for UOCAVA voting.  So, we are able, at least on an output level, to know we are getting the same data from all 500 of our jurisdictions.  The challenge still is the input level, where 500 jurisdictions are putting that data in and coding it as to whether it’s a new or an existing registration, whether -- you know, what the source of the registration is.  So, we still have a little bit of work to do on that.  But we try to, particularly in the off years, try to do quite a bit of data cleanup efforts, where we’re looking for data that doesn’t make sense, trying to work with the towns to correct any bad habits that they’ve having.  

Really, the only things that we ask the towns for directly to respond to the EAVS survey are the number and age and difficulty of getting poll workers and the challenge ballots, what are provisional ballots in other places. 

I would mention something that was said earlier.  I think one of the interesting things is putting context with the data, because if you look at our numbers of our sources of registration more -- almost two-thirds of our registrations are being done in-person, in that two-year cycle, and not all on Election Day.  We’ve had Election Day registration since 1975 in Maine.  We’ve had mail-in registration with no notary requirement since 1980.  We implemented voter registration at Motor Vehicles in 1990.  So, they’re going in town to their town office as their source well before they’re going to Motor Vehicle agency.   I just moved and I will not -- I shouldn’t say on record, because my boss is probably listening, who is also the Motor Vehicle administrator -- I think it was a little more than ten days before I changed my address on my driver’s license.  So, hey, you all know that now.  But people go into their town office to do other things; register their dog, register their vehicle, pay their excise tax.  Those are things they have to do in person, and they register to vote there.  So by the time they get to Motor Vehicle to do that their address has already been updated for voter registration purposes.  
So, I think you’ve got to look at the statistics with an understanding of the context in which it occurs, and why that may be a little different in some states than others.  


I think I’m pretty much done here.  I think I’ll leave that at that…

CHAIRWOMAN McCORMICK:




Okay.

MS. FLYNN:



...answer follow-up.

CHAIRWOMAN McCORMICK:


Thank you Julie, Elaine?

MS. MANLOVE:


Hi, well, what I want to talk about is voter registration.  It’s the most basic data we collect, long before Election Day.  If we don’t have good voter registration data, everything has to flow from that.  We realized after the 2000 election in Delaware that many voters thought they had registered at DMV, but we did not have a signed application.  This led us down a long and winding road to what became Delaware’s e-signature project.  It took collaboration with DMV and that collaboration was crucial, and actually beginning the collaboration became what I think is the most difficult part of the entire project.  But if we fast forward, and now we have a real-time interface with DMV where their clerks are following a script on the screen that’s right in front of them, so everybody is getting the same message because they’re all following the same script.  This project, e-signature, dramatically improved the quality of our data.  So, building on that success, we took the technology to health and social service agencies as well as all of our election offices, the kiosks at DMV, it’s kind of the mainstay of everything we’ve done.  On top of that we built our online voter registration system using that same process.  

On a separate track, Delaware became the second state to join ERIC, Electronic Registration Information Center.  So, when we got our first eligible, but unregistered report, that showed us that we were not always getting good addresses DMV.  People were not always updating with elections because they had the choice not to.  I don’t know why, sometimes I think maybe that person coming in thought I was going to get their driving record.  Maybe the clerk was not explaining it.  So we -- from that, then we went ahead and changed the law, so now we -- whatever address DMV has is the address that elections have.  So, that was a great improvement to us that increased the accuracy of our data.

So, these steps allowed Delaware to become -- to have much more accurate data and provide same-day service to voters.  So, now because of the speed of that, people go in, they register to vote at DMV.  It’s in our -- it goes into a queue in the election office, they mail out their -- they set a flag in the system.  That night their polling place card goes out.  So what used to be a one or two week process is now same-day service for most voters.  

Let me see what else I had.  So, with accurate data, that changes everything you do.  That’s how we deploy our voting machines, how we determine how many poll workers we have.  It gives us every -- all the facts we need to set up for Election Day, and makes it a better experience for voters.  If our data is accurate on Election Day, cleanup after Election Day is dramatically reduced.  And more importantly, we’re offering good customer service to our voters.


So, that’s all I have.

CHAIRWOMAN McCORMICK:


Thank you Elaine, Michael. 

DR. McDONALD:



Hi, I’m Michael…

CHAIRWOMAN McCORMICK:


Michael McDonald.

DR. McDONALD:

Hi, I’m Michael McDonald.  I’m an Associate Professor at the University of Florida.  And I produce -- one of the producers of turnout rates for the country, and you can find those turnout rates at electproject.org.  I’m often very humbled talking with election officials.  I know you calculate turnout rates as the basis of registered voters.  I do a different calculation of eligible voters and sometimes I get questions from reporters why we’re at odds with one another.  And really that’s the theme of what I want to talk about is the fact that we often have two different sets of numbers that we’re working from when we’re looking at election data. 


Now, the reasons why my data is different from the election officials is well -- there’s a very easy explanation for it, it’s just the basis of what we think as the denominator of that turnout rate calculation.  Well, in a project that I worked with, Lonna Atkeson was on that project, Doug Chapin was on that project, and Paul Gronke was on an earlier version of the project, we attempted to take the voter files, the voter registration databases, but also, other information that might be in an election management system and validate some of the EAVS data elements.  And I hate to tell you, the result of that project was not very encouraging because we could not validate the information in the EAVS report from the voter file data.  

In a follow-up study we wanted to know why that was, and so, we went out and talked with local election officials, state election officials, as to why it was that the -- when we tried to extract the data from the voter file and recreate these data elements, why are we not getting the same numbers.  And the result, most often, most frequently expressed to us by the local election officials was, “We’re keeping a second set of books.  We don’t trust our election management system.  It doesn’t capture all of the data that we need to collect when we’re conducting elections.  So, out of necessity, we are forced to use a second set of books and keep the election data there rather than in our either local system or their statewide system.”  
And this gets back to a comment that was at the very beginning, in the first panel, about what data elements would you think we shouldn’t collect.  There are some data elements that you can never collect in an election management system.  An example of that is a federal write-in absentee ballot that is submitted to an election official from a voter -- from a person who’s not on the registration list within that jurisdiction.  You can never capture that in your election management system, because there’s no record of them being a registered voter in the first place.  So, out of necessity election officials, if they’re going to report that information, and it is requested on the EAVS survey, you have to keep a second set of books.  So, one question is, should we even be collecting information that you can’t manage within your election management system?  I think that’s a very important conversation that we have to have about what it is that we want these election management systems to look like.

That leads, though, to certain pathologies, which is that election officials, local election officials are expressing more confidence in these homegrown systems that they’re creating, and it’s usually just an Excel spreadsheet.  Let’s be serious about what we’re talking about here.  And they’ve developed a culture of using that spreadsheet when they’re managing their data systems.  So, they’re resistant to even using other systems that may be offered to them by the state systems.  And this is causing greater workload for local election officials, because we’re creating new systems all the time and these systems aren’t even part of the statewide election management system.  Maybe there’s a new ballot delivery system in Florida.  It’s Democracy Live.  And that system is a complete standalone system, but that’s an electronic ballot delivery system for UOCAVA voters.  How do you get that information extracted and put it into your election management system?  Well, what do you have to do? You have to do some hand data entry, because the systems aren’t talking to one another.  This goes back to the comments about the NIST project and the importance of data standardization, interoperability between different components of the election management system.  
So, bottom line, we see local election officials have a lot of discretion in their data management, their interpretation of the EAVS survey questions, because they’re looking at it and they look at their spreadsheets and they’re trying to decipher what it is that they’re being asked to report.


So what can we do about this?  Well, I think NIST is a very important step forward.  We got to build these better systems, and there’s a lot of good things that can happen from data standardization but I think ultimately, going back to Jan Leighley’s comment, we have to realize that it’s local election officials that are doing the data entry here, and we’ve got to get them to buy in to the idea that this is important data for them to manage.  And one of the ways -- I mean, we’ve been talking about it all along, about the importance to understanding how elections work and everything -- let me add what I think is a very important reason why we should get buy-in from local election officials, and that’s reducing their workloads, because right now, they’re doing a lot of hand data entry from different Frankenstein parts of their election management systems. It’s increasing their workload.  It’s increasing the opportunities for data errors, which then leads to even more possibility for more work down the road. 
So, hopefully -- we all care very much about voters.  Everybody in this room does and getting these better systems in place and getting buy-in from the local election officials, hopefully, we can get better data management practices in place, so that we can better decide what works and what doesn’t work for the voters.

CHAIRWOMAN McCORMICK:
Thank you Dr. McDonald, Michael Vu, the second Michael on the panel.
MR. VU:

Well, I need to qualify something from my last presentation.  Toad, for the record, that was not me, that was actually Dean Logan over here, Hollywood Dean Logan.
[Laughter]

MR. VU:

No, actually it wasn’t Dean.  Let me just say a couple of things, and maybe I could set this up by talking, really, about the background of San Diego County.  As the Commissioner talked about San Diego -- I’m not a native San Diegoan, and one of the things that surprised me when I came to the County of San Diego is not that it’s just about sun and surf, and that all the population really resides on the coastline.  San Diego County is about 4,500 square miles.  It’s a massive county, in terms of geography, and so, there’s a lot of dynamics when you have a geography of that size, with that big a population, as the Commissioner talked about 1. -- well, right now, it’s about 1.3 million because we did some list maintenance associated with it.  
But I want to kind of talk a little bit about the EAVS survey, but talk really about the local ways we are handling data and how we’re using it.  

The very first thing is, I think what Dr. McDonald noted was who is interpreting the questions associated with the EAVS survey.  And for our office, the greatest part that could ever occur is that we have the same individuals consistently looking at those questions from one year to the next cycle.  And so, we’ve had this consistent pattern of how we are answering the respective questions along the EAVS survey, so you have a consistent -- if we’re wrong, we’re wrong over many years, but if we’re right we’re right over many years as well.  And so, we’ve been able to collect and be able to answer those questions.  And the great thing is the questions have been consistent themselves, and I know that that’s been over many trials and tribulations in how those survey questions were posed.  So, that’s the one thing I wanted to mention related to the EAV survey.  

But I wanted to kind of turn attention over to how San Diego County is using data, and how we’re connecting the dots when it relates to the data.  And for San Diego County, we are a very much risk averse county.  We are always about what is going to have us in the newspaper like everyone else here.  But for us, it’s all about how -- what is the data showing for us to be able to manage to and mitigate whatever risk that we’re seeing.  And there’s three specific things that I wanted to mention when it comes down to real time data.

So, the very first thing is for San Diego County, we are -- 56 percent of the entire county is a permanent mail ballot voter.  So, what that equates to, of that 1.5 or 1.3 million registered voters, over 800,000 of those individuals receive a mail ballot for any given election.  So, you can only imagine -- and that increase in a relatively short time has grown over 400 percent.  So, as you can imagine we’ve had to do a lot of investment in terms of how we would process data.  But one of the things that we did, and it was simple to do, because we had someone on staff, was we created a share point site, who was then able to read the data from our voter registration management system, which includes a mail ballot module, to determine where things were in the lifecycle of that mail ballot as we were processing it.  In San Diego County, we have seven steps, in terms of processing a mail ballot and we knew that there was going to be a -- there’s always bottleneck somewhere, right?  And so, we needed to be able to see that in real time, where those bottlenecks were, so we could actually deploy or manage resources accordingly, so we were able to get through all those mail ballots in a timely fashion.
The second thing that I wanted to talk about in terms of real time data is poll worker recruitment.  Same thing, we created a share point site, which we’re getting all of the information and extracting all the information from our voter registration management system to really determine where we stood with the recruitment of poll workers.  As I said in my Ted-style talk, we are a county with four languages and we have over, I would say, nearly 2,000 of our poll workers are bilingual poll workers.  And so, when we have our -- the share point site, we’re able to look at every single precinct and determine real time where we have holes in.  And this really came into -- it became really helpful during the June 2014 election.  And during that June 2014 election we were meeting all of our marks, all of our performance metrics, in terms of our recruitment efforts, and we were going to what we thought we were going to peak at the right moment, in terms of the election, but 60 days out we started seeing poll workers drop.  We had our high school poll worker programs where we recruit nearly over 1,000 poll workers, not participating.  And so, there were a number of different holes that we saw and the concern was what are we going to do if we are not able to recruit all of our poll workers and, of course, avoid a fatal election, if you will.  So, we were able to mitigate those respective risks by doing a number of different things, which included using our roving troubleshooters and our field coordinators in the mix and having them start at strategic locations throughout the county.

The third thing I want to talk about is real time, in terms of our election night operations.  One of the things that we’ve introduced in our county is we have RFI’d all of our ballots because we are a central count county.  And so, we have RFI’d all of the voted ballot boxes, and so, when they come into our office we know exactly where they are at, and that they are in.  Inevitably, before doing that we would always have one precinct not show up and we would be wondering where it was.  And we’d always call it S&R, search and recovery.  It was always at the end of the night, of where these ballots were, and people would say -- the clerks would say, you know, “Did you use the lose the ballots?”  Well, no, we know that the ballots were in the office, we just need to find where that box is, particularly as large as our warehouse is.
That relates to the real time data components, you know.  We talk about big data, long data.  We are a highly performance based, metric based county.  Everything we are looking at, we look at the numbers first.  And one of the things, if there was one, is -- this notion of getting back to the mail ballots is -- the number of mail ballots what we have seen is the total number of mail ballots have increased.  But guess what else has increased?  Was the total number of provisional ballots that were being cast.  And so, we were trying to figure out why we were having such a high increase, and it became a voter behavior issue.  So, it became this kind of scientific exercise for us, as to why we were seeing individuals who were receiving a mail ballot, but still voting a provisional ballot at the polling place.  And so, we knew that perhaps some of these individuals didn’t receive their mail ballot, but there were some that did receive their mail ballot.  And so, we inquired and sent out a survey to these individuals and the response was pretty interesting.  Some said they didn’t receive their mail ballots, but others said, essentially, they wanted it both ways.  They wanted it both ways.  They wanted to vote -- they wanted to receive a mail ballot, but just in case, they wanted to go to the polling place, as well, to have that option in front of them.  
It was an interesting exercise for us.  It’s something that we are looking at because we’re heavy on this voter behavior side of the equation.  We know that the demographics -- the voter demographics of San Diego County has changed.  It’s changed from, you know, what was a turnout -- back in the 2008 election, it was a 44 to 56 percent -- 44 percent voting by mail to 56 percent voting at the polls, which then flipped during the 2012 presidential election to, essentially, 56 percent mail ballots to 44 percent.  And we see that increasing.  In this last mid cycle, midterm cycle, we had 65 percent mail ballots.  And we see this really increasing, and so, we have to understand how that’s increasing in order to be able to manage what’s coming in to us and be able to operation -- be efficient in our operations. 
So…

CHAIRWOMAN McCORMICK:
So thank you.  I think one of the things we’ve noticed on this panel or I have noticed, is what we talked about at the beginning the tension between what data is being collected by whom.  Michael Vu tells me he collects -- you’re telling us you collect specific data for your operations, and Dr. McDonald you talked about local election officials keeping their own spreadsheets of data and, you know, the states are collecting what they need to do their jobs.  Is it just a matter of local election officials trying to fit their data into what we’re asking? Or is there some other, you know, there’s some disconnect.  We’re seeing two different sets of data, we’re seeing bad data as Sarah mentioned.  Some of the data that comes back for the NVRA is not correct and with guidance you find that it’s corrected.  
So, we’ll start with you, what do you think we can do about that?  And is this -- do we need more guidance? Do we just need more connection?
MS. BRANNON:

I think it’s more guidance and more connection and communication, because, you know, I think what Michael McDonald said -- Dr. McDonald said about the local election officials having their own spreadsheets, there are statewide voter databases which, in many instances, can be very, very useful.  But maybe the question is why don’t local election officials use those resources?  What’s missing in those resources from their needs?  And some effort to figure that out so that you can go to the local election officials and say, “This is ultimately some of the things, we, at the state or national level need from you.  Tell us what you need and let’s figure out a better way to marry the two things together.”  Because it sounds like it is a lot of wasted resources that local election officials are doing what they need to do, and then, the state does what it needs to do to then tell the EAC what the EAC needs.  And there must be some disconnect there that you would have any local election official having two systems when there are -- I mean, it’s mandated every state has a statewide database system, at least for the registration data.  That doesn’t necessarily apply for everything, but I think most states now have fairly sophisticated, also electronic election administration systems that they use for different purposes, and maybe some of it’s because the data doesn’t speak to each other.  I know we have a lot of trouble.  I mean, that’s what Elaine was talking about, Delaware also having very good compliance with the NVRA.  But part of the reason they were able to do that is her efforts to get all the data points in Delaware to talk to each other.  It takes a lot of work, but I think once you get it done, I assume you spend a lot less time and resources on managing those legal requirements than states without that.  And so, figuring out why we have disconnects between these different sources of data and different work people are doing when it should all be able to merge together, right?  
I know there’s an issue in elections where there’s limited time, money, and resources, always, but there’s great technology in the world these days, right?  Google does amazing things, and so, figuring out how to better marry all of that together I think would be helpful, so then there’s more accurate data that’s useful to everybody participating in the process.  

CHAIRWOMAN McCORMICK:


So, Elaine how did you do that?  Give us some tips.

MS. MANLOVE:

It took a lot of cajoling to get DMV onboard.  And David knows I’m going to say this, it took two women to make this happen.

[Laughter]

MR. BECKER:



I never heard you say that before. 

MS. MANLOVE:

They changed directors at DMV, and they got a new director and, you know, I had talked to the previous director and no one was -- not supportive.  We never moved forward.  It was always like a circular kind of conversation, and we would go back in a month, or so, and look at another diagram and we never moved forward.  But eventually, they changed directors, I went to her and I said, you know, “We have this idea.  This is what we think we need to do.”  And she said, “Let’s do it” and we did.  And within a year of that conversation we were live.  And it really was a dramatic difference to what we do.  That was the first dramatic difference.  
I have to say ERIC was the next dramatic difference.  It showed us where we had holes, even in the system we thought was perfect.  So, between those two, it has really cleaned up our rolls dramatically, and it gives us accurate numbers.  And you need accurate numbers for everything you do; deploying voting machines, hiring poll workers, how many polling places you need, all of that’s dependent on that voter registration list.  So, it really has made a huge difference in Delaware.  And we’re small, so it’s easy to work with three counties.
MR. BECKER:

I just want to add, I mean, I think it’s hard to overstate the importance of data standards, and this is something Mike mentioned, something John Wack and several others have mentioned, that clear -- clearly understood data standards actually drives so much of this process and not just within elections.  Elaine mentioned this, with regard to DMV, we noticed when the ERIC report started going out, and ERIC was a process where the states all got together and agreed what the standards would be, and actually had the conversation to make sure that this data point which one state thought meant “A” and another state meant “B,” we had the conversation about which one of those, or maybe a third, maybe a “C,” whatever it was, that’s what it was going to be.  But then, they got -- when they went back to their state and they started getting reports back they noticed that the DMV data wasn’t matching their data standards.  This caused big problems in some of the states when they were looking at voters who might have moved within state, for instance.  
So being able to have the conversation, I know Sean Greene, from the Pew team is going to talk a little bit about this tomorrow, being able to have the conversation with your counties or localities with your other agencies in the state, about what the data standards mean.  There’s a lot of great work being done nationally, with groups like NIST and others.  ERIC has basically created a de facto data standard for voter registration. There’s the Voting Information Project standard that exists out there.  So, these standards are coming because they’re necessary.  It’s just important that we have a clear understanding of what the data standards are, so that we can make sure that we can avoid these problems in the future.
CHAIRWOMAN McCORMICK:
Let me follow that up.  What kind of issues did you have in working with the agencies, you know?  You work with NCOA.  You work with felon databases.  You work with DMVs.  How did you deal with those different agencies, in trying to get them to fit the voting model? 

MR. BECKER:

Well, I mean, one of the classic data points where there can be inconsistencies is address.  There’s some databases that are set up to have five fields for addresses; street number, street type, street name, directional, apartment number, there’s some that have one big field for address.  These can cause big problems, and then there are some, and again, I’m thinking about one state in particular, that did some great work to figure this out, where the DMV has basically -- has just created its own address data standard that doesn’t actually match up with anything that the U.S. Postal Service has.  So, they’re trying to match data that is, essentially, even with the best software, unmatchable, because they’re speaking Chinese and you’re speaking Spanish and you have no way of matching those two things together.  So, it’s just so important to create this common language.  

And another great examples relates to Motor Voter where, you know, for instance, if someone goes to DMV and has not changed their address in any way, nothing has changed in their information, and that person is offered an opportunity to update their voter registration and they don’t, is that an updated voter registration?  Is that a declined voter registration attempt?  What is that?  It’s somewhat important to know what that is.  That might be a whole different category.  It’s good that they were offered an opportunity to update their voter registration, but on the other hand, they didn’t change any of the information and they’re final.  So, it’s really important to have this discussion, and this is what we got when we started looking at the DMV data, really important to have the discussion amongst your agencies to say, “Okay, well let’s just decide what we’re going to call that, and then, let’s make sure we collect it in a separate bucket, so we’ll know how many of those transactions occur at a time.” It might be great that you have all of these non-updated registrations, and they were offered the opportunity, but it doesn’t actually change the voter’s record, so it might be something we want to keep track of separately.
CHAIRWOMAN McCORMICK:
So, Julie, so what kind of data do you currently use to inform your policymaking -- or to inform the policymakers and funders in your state?  And how do you do that logistically?  How do you gather that and how do you present it?

MS. FLYNN:

Well, we -- as we were -- we’ve been undergoing this for a few years, now, really tracking what we spent through HAVA money, because we had to start to make the case that we have to continue to do these things.  We can’t even talk about doing other things you want us to do until we continue to maintain what we have to maintain under HAVA.  So, we’ve had to really do, I think, good tracking and analysis of how we’ve spent our money, and break it down for them so that they understood that, you know, this is what we do for voter registration, this is what we do to maintain our system, this is what we do for accessible voting.  
I think, just the voter registration data, we are a central ballot production state.  We prepare all the ballots and distribute them, so we need to know accurately how many active voters and what the turnout was in prior elections to get them the right number of ballots.  The last thing we want is to run out of ballots, because then that’s on us, because we’ve determined the wrong amount to get to the municipalities. 
CHAIRWOMAN McCORMICK:
Do you do with this phone calls or e-mails? Or how do you follow up with your locals?

MS. FLYNN:

A lot of it is phone calls, but, you know, with such small jurisdictions, people are part time, it really is a challenge.  We’ve been trying to standardize the production of election results -- election results are fine, because we get those through another system, but they’re supposed to enter their voter history.  Getting those to match up or to be within a very small margin of error has been a challenge for us because we really want to know that we’re accurately accounting for all the voters who did vote in the election, not, you know, just how many ballots were cast and that those are coming out right.  So, we’re doing a lot by mail.  We just do not have a -- we have a messaging system in our central voter registration system, but we don’t -- a lot of the jurisdictions don’t have e-mail.  They don’t correspond by e-mail, they don’t read their e-mail, they don’t look at the messaging system in central voter registration.  So, a lot of it is mail and phone calls.
CHAIRWOMAN McCORMICK:



Yeah, so, we need to figure out how to reach those locals. 
 You mentioned HAVA and accessibility, and we had an earlier question on that issue about using data to fulfill the accessibility mandate of HAVA.  And so, Michael, let me throw this to you as a local election official.  What’s your view on how better data can be collected to address accessibility issues?

MR. VU:

Well, again, this is kind of an area that we’ve embarked on, and have done a lot of pulling together of different pieces of information.  When the Help America Vote Act was passed, of course, the Department of Justice came out with the survey of how to access the accessibility of a polling place.  We took that information, those sets of questions, and then, we also took the survey and the questions that came out of the Secretary of State’s Office of California, because California law when it comes down to accessibility is much more stringent than what the Department of Justice’s was, so what we did is we compiled both sets of those survey questions and matched them up and created the most stringent of both of those two surveys.  So, if there was a common question amongst the two of them, but one was more stringent than the other, we would take the more stringent metric.  

From that we have been able to collect all of our information.  When we’d go out to a polling place and determine whether or not the polling place was accessible, we would have over 250 different data points.  And I keep on telling our folks we, essentially, became building inspectors.  And before, we did keep it in an Excel spreadsheet, because there’s no -- nothing in our voter registration system to house all of this data, let alone 250 pieces of data for every single polling place in all the respective pictures.  And so, we created an Excel spreadsheet, and of course, you can only hold so much in an Excel spreadsheet before it starts doing things you don’t know what it’s doing.

[Laughter]

MR. VU:

So, ultimately, what we did is we migrated over to an access database and we’re still working with our elections management system to be able to house all of this information.  And now, we’ve gotten to this point where we’ve introduced technology to it where we’re going out to a polling place using a tablet, collecting all the information associated with it, taking the pictures associated with it, and ultimately, at that point in time being able to essentially click a button and determine for ourselves whether or not a polling place is accessible.  

Another area that we’ve been focusing on is, again, going back this mail ballot and the trends there, is we went from a policy perspective.  Last year I worked with an assemblywoman from our county to pass at least a pilot bill, it’s known as Assembly Bill 1873, which is essentially a vote center bill that was a -- ultimately that got passed and signed by the governor, and it was, when you try to do legislation related to voting -- all by vote by mail it was essentially dead on arrival.  But ultimately through many iterations of conversations that we had we were able to get this bill passed.  It was, I would say, the first time something like this had ever been even considered beyond just the local elections.  
And so, what we’ve done there is have said to really address the accessibility portion because when you go to a vote center model you have to determine, you know, what’s close in proximity to the greatest number of individuals, you got to look at population density, you got to look at transportations, and everything associated with that.  So, where we’ve come in is, used GIS data and apply all the different layers of GIS data that is available to us.  That included all of our public owned facilities, included with that, if they were using it as polling place, the size of that polling place in terms of the room, so we could make sure that we’re mapping out the proper place.  We were able to overlay such things as the public transportation system.  And then, we were able to then figure out how many -- we would create circles around the polling place to determine how many -- whether it’s a hundred feet, whether it’s a mile or it’s two miles or three miles, what was that coverage looking like for us, to determine whether or not we had the most coverage for as many voters as possible, particularly for people with disabilities. 

CHAIRWOMAN McCORMICK:
Thanks.  Dr. Atkeson, you do a lot of work in election performance-type issues, performance management and consistency.  In all the work you’ve done, what kind of strategies can you suggest so that we get more consistent data, and to get better quality performance management?
DR. ATKESON:

I think, in terms of the EAVS, in terms of creating more consistent data, we need to think about some of the definitions, particularly in the UOCAVA section.  I think that’s a section where we can say that there’s, perhaps, more problems.  The NVR section, I would say, is the best section.  The UOCAVA section is up and down over the years, in terms of response rates, and then, in terms of consistency.  So, some of the problems are definitional, what do we mean when we ask the question.  Sometimes the questions seem redundant, or you have to go back to the other question and say, “Well, how are these two questions different, because they seemed the same when I got there?” And so, you end up in this -- I see you nodding your head, because you do this survey.  So, I think we need to, you know, have a good look at the survey and look for redundancies.  And where there are definitional problems we can use the data and we can clearly see -- I’ve looked at the data really well, and I can clearly see where the problems lie in the dataset for the respondent.  And so, then we need to think about, okay, how do we fix those particular areas so that they know how to do it correctly?
CHAIRWOMAN McCORMICK:
And Sarah, in the litigation context, what kind of issues do you see that might be, you know, missing -- is it missing data, is it accurate data?  What kinds of issues can we look at in the litigation context when we’re using this data for prosecution purposes?

MS. BRANNON:

So, most of the time when there’s no data at all, which happens sometimes with the reporting to the EAC, it’s evidence that nobody in the election office is paying any attention to what’s going on, which means that there’s been no oversight.  So, if nobody is collecting the data and they’re not reporting it to the EAC, it’s almost always indicative of the fact that that means nobody has had a recent training, has had a recent conversation about the issues.  And it’s sort of the reminder of the fact that you have to do this, to look at how the processes are occurring, I think particularly in the DMV context, where there has not been much litigation, to date.  But there is a lot of data within the DMV and it doesn’t get transferred very well to the election officials all the time.  So, I think things like ERIC point out how much updated addresses exist in a state, at any given time, and then, you go and look and realize there’s no updated addresses in the voter file and it’s supposed to happen automatically.  And it can happen easily in states that have taken the tech steps to advance their technology.  But that’s evidence of the fact that that data transfer is not occurring the way it’s supposed to, because it exists here and it’s not here.  And, you know, I think it’s just, again, an issue of having uniform data, and what Dave was talking about, about DMVs, where they have addresses that don’t compare at all, then you are really talking about manual data entry as the way to accomplish it.  So, we have the technology to advance that along.  

So, I think, in the litigation context, it can show how much information is not being collected, how much information is not being transferred, which is helpful to establish people aren’t doing what they’re supposed to. But thinking more proactively and more inclusively about doing better, the data really can show that there -- it exists, and we just need to figure out how to use it all on the same page.
CHAIRWOMAN McCORMICK:
So, what I’m hearing you say is that even where we have missing values -- or misinformation these are red flags to look further into that jurisdiction …

MS. BRANNON:



Right.

COMMMISIONER McCORMICK:



…to see if they’re actually doing their job…

MS. BRANNON:



Right.

CHAIRWOMAN McCORMICK:


...and complying with the laws?

MS. BRANNON:

Yeah.

CHAIRWOMAN McCORMICK:
Yeah.

MS. BRANNON:

Absolutely, and it’s not -- sometimes the missing data is just missing data.  Sometimes it’s there, but you have to go ask for it.  But it usually means if they’re not collecting it on a statewide level, then there’s nobody on a statewide level.  And what you do when you go into a jurisdiction is you find pockets where this particular public assistance agency, or this particular county has a very proactive person and this one doesn’t and nobody has ever said, “Have you ever talked to your neighboring county?  They do a really good job” because nobody has ever noticed that one county’s reporting nothing and the other county is reporting a lot.  And so, the deficiencies usually show a lack of oversight.  And when you point it out it often will lead to improvements because a lot of places there are good practices going on but they’re not communicating with each other and they’re not reinforcing them.

CHAIRWOMAN McCORMICK:
So, it just goes to show that accurate reporting is very helpful to the jurisdiction to avoid these litigation tangles.

MS. BRANNON:

Yes, absolutely, because if you have a state -- one that will remain nameless -- but I talked with somebody about earlier today, who’s had a history of very poor DMV compliance with the NVRA, has made huge steps in the right direction in the last couple of years.  And we knew that they’re doing some work, they’ve had some convening’s, but their EAC numbers that just came out are three, four times what they were in the last reporting period.  So there’s evidence that, in fact, they’re doing what they’ve said they’re doing and investigating further there is probably not the best use of our resources, to be candid.
CHAIRWOMAN McCORMICK:
Michael? 

MR. VU:

If I could dovetail to that conversation, related to where data can really create this really bright light, in where there may be deficiencies, a case in point was San Diego County when it comes down to NVRA and public assistance agencies.  All of our registration forms are numbered in California.  At least the California registration forms are numbered.  And so, there was this big blind spot for us and what we found out is is that when we looked at the data and we looked at, between 2007 and 2011, we saw on average that there was approximately 930 registration forms that were filled out and returned to our office from a five-year period, on average 930.  Well, again, as I mentioned before we are population of -- the population is about three million people, yet we were only seeing 930 registrations on average coming into our office.  And so, the public assistance agencies, of course, they were blind to that, because we were tracking the data, but we weren’t giving them kind of their performance of how things were going.  And once that -- we were made aware of that, the public assistance agencies in San  Diego County and our office got together and really mapped out a plan as to how we would be able to tackle this respective issue.  And so, what we did is we created, essentially, a communication level between coordinators and created liaisons between all of the different public assistance agencies, and then, we created an ROV coordinator for ourselves.  And the results were outstanding, because in a one-year period, we had more registration forms come in that year from these public assistance agencies than all of those five years combined.  And I looked at the data just recently.  We are over six times -- there has been more -- six times more registration forms that have come in over a three year period than those five year periods that I mentioned before.  And it’s a result of communicating.  We train on an annual basis, and then, we also monitor.  And what I mean by monitor is we will work with our public assistance agencies to go there to find out whether or not these public assistance agency staff are actually doing what they’re supposed to, and they get actually trained.  Now, the public assistance agencies have now developed their own learning management software tools about specifically, NVRA, and I think that’s a testament to how, you know, where you start seeing, why are these so low, and what can we do about it and then that allows for a call for action. 
MR. BECKER:



Christy, can I just add one quick point?

CHAIRWOMAN McCORMICK:


Sure.

MR. BECKER:

So, I think this point, and Sarah and Michael both made it somewhat, which is, that outside of the context of litigation, this data can be a lever for election officials to use with Motor Vehicles, in particular, and other agencies.  I have yet to meet an election official anywhere of any political party that doesn’t want their Motor Vehicles agency to do a better job with voter registration.  And the simple fact is, largely across the United States, and there are pockets where this is not true, but largely, in most of the United States, they aren’t doing a very good job and ERIC has finally started to quantify this.  And again, Sarah touched on this a little bit, in the first 11 states that joined ERIC, which comprised about 36 million eligible voters within those states, ERIC found over 2.2 million voters who had moved within the state, within their state.  In other words Motor Vehicles had an address that was more up to date than elections did.  And to be able to quantify that, and state by state quantify that, and go to Motor Vehicles and say, “Literally, there are hundreds of thousands of people who have moved that you know about that you are required by law to tell us about, and you have not told us about” is incredibly  powerful for election officials.  We can talk about it in the abstract all we want, but to quantify that’s incredibly value.
CHAIRWOMAN McCORMICK:


That is.

MS. BRANNON:
I thought, also, the suggestion Lonna made earlier of making an effort to take the data, the EAC report, NVRA report, being an example, and making sure it gets back to the local election officials so that they understand -- they get some feedback, which I don’t think happens a lot of times.  When we deal with states in a litigation context and we do some reporting and oversight where people know they’re being held accountable, and they have some ability to see what they’re doing, makes a huge difference.  I think as you were saying the public assistance agencies once they now their numbers aren’t great and they could be better, that helps them buy in more.  
I know a number of states have now started to put some of their voter registration and other election administration data, on a regular basis, on their state Websites.  I think that’s a fabulous idea, but we need to set it up so that local election officials understand that that’s going on and there’s mechanisms for them to see it, and to use it, and have some understanding of what  it means.  The ERIC data, probably, is a perfect example of something that should be distributed everywhere because I think it’s helpful to people and most people do have really good intentions.  And when you say has anyone ever asked you about this?  Look at what these number say” they go, “Oh, no, I didn’t realize that and I’d like to work on improving it.”

CHAIRWOMAN McCORMICK:
And so, Dr. McDonald, data collection in elections is somewhat cyclical.  We’ve got, you know, the voter registration period, Election Day itself, or early voting and Election Day, which are kind of two periods in and of themselves, and then, the post-election audits.  How can we take advantage of those cycles in our data collection methods?

DR. McDONALD:

Well, that’s actually a challenge right now for the data collection, is that, one of the things about these meetings that I always think that we need to rethink them a little bit, is that, it’s great having people who are from large jurisdictions talking about their data management practices, but in the reality, for many small jurisdictions across the country, we’re talking about a part-time clerk who’s working to conduct the election, and do the data entry at the same time, and manage all of that.  And what do they do?  Well, often if they’re given the resources, they may hire some part-time employees to do the data management, do the data entry for them.  These are people who are not trained at all, if at all, on the importance of why, you know -- everything that we’re talking about here. So they don’t -- this is just a chore for them, and they’re doing it, and they don’t understand why it is all important.  And they don’t really have the resources to expend a lot of time and energy in developing a wonderful application to take your iPad around to all of your polling places and determine if you are disability/accessibility compliant.  That’s not the situation we are in many of our local jurisdictions across the country.  And we need movement on this.  We need to have some action on this.  The irony of all this, when we think about good elections, unfortunately, there’s partisan dimensions to this, and whenever you say, “Oh, we’re going to improve access to voters,” “Oh, that must be the Democrats.”  It’s the Republican voters who aren’t being served here.  It’s the Republican voters who aren’t being served here.  They’re the ones, primarily, in the smaller jurisdictions across the country, and we don’t know how well the election performance is in those jurisdictions.  So, hopefully, with the fact that we can see that this is an issue that affects, perhaps, Republicans, and knowing that Democrats have a commitment to voting, that maybe we can get some bipartisan movement on this.  
We have to have better data collection.  We have to build better systems.  We have to do some upgrades to the current and existing systems in order for us to get better data, so we can actually determine what the performance of the systems are, so that we can actually make some good policy decisions about how we should administer our elections in this country.  And it’s great that the big jurisdictions are doing their thing and looking at their data and figuring out how to improve elections, but we really need to reach out to these small and moderate sized jurisdictions across the country and improve the experience of voting for -- and election administration for the voters in those jurisdictions.
CHAIRWOMAN McCORMICK:
Well, I could ask a dozen more questions to the panelists, but I’d like to open this up to our audience.  So, those of you who have questions, somebody had a microphone somewhere that we can -- if you can talk loud, go ahead, stand up and speak loud.  Go ahead.  Please introduce yourself.  She’s coming over with a microphone.  That’s Sally Jesse Raphael right there. 
MR. COHEN:

Okay, this is working?  Yeah, my name is Josh Cohen.  I run an organization that’s working on common political data standards on the progressive side.  But you talked about voting data, and I guess my question was, how do you get in touch with the people who are working on that?

MR. BECKER:



A lot of them are in this room.

MR. COHEN:



Okay.

MR. BECKER:

So that helps.  I mean, you know, there is -- one of the most comprehensive standards is a standard that NIST has published that is -- that includes Election night results and a lot of the other voting data that – precincts’ addresses, other things that would go into that.  With regard to ERIC, which has a -- you know, Sarah mentioned the ERIC data.  ERIC data is published.  This is one of the nice things about ERIC.  ERIC -- everyone should go to ericstates.org.  Pew doesn’t run ERIC by the way.  This is very important to note.  It’s not like I am sitting there at my computer with -- helping the states.  That would be incredibly sad.  But the states run ERIC, themselves.  They form the board of directors.  Ericstates.org is their Website.  They put the data out.  They put their membership agreement up there, which includes exactly the fields that all the states upload and all of the data elements that they report out.  So, that’s a great way to get in touch with them.  And, I mean, I think probably every single one of us in this room wants to ensure that when we are talking about any particular data point that we all have the same understanding in our head about what that data point is, and it’s very clear that we’re further along than we’ve ever been.  We still have some ways to go, but we’re so much further along than we were about even three, four, five years ago. 
CHAIRWOMAN McCORMICK:
Another questions?  Right here, do you want to stand in the aisle, then they’ll know that you need a microphone.

MR. SEBES:

Hi I’m John Sebes.  I’m with the OCET foundation.  A lot of the election technology work that we do revolves around data, which is why I’m here.  And I have a question for, really, anybody on the panel, that touches on some of the things that I was very pleased to hear.  For example, particularly with respect to EAVS data, being able to bring that back to the localities, so that they can get something out of it, particularly with respect to the high level of effort in taking raw data that localities have and states have, and turning that into the EAVS data.  
So, with respect to those two points, a significant part of the work that we’re doing in the common data formats effort is around the raw data that lives in voter record systems and other systems that gets sort of bubbled up to what’s reported in the EAVS data.  And what we’ve done is developed an analytics and reporting system that’s -- that we initially trialed out on data from the State of Virginia, and it shows that if we had a common data format for the types of voter record information that gets represented in EAVS, then from that raw data, all the EAVS stuff can be computed, automatically.  And you can do data mining of a variety of different types, because you’re not just limited to voter demographic data like, are they a military or overseas voter.  You can do it for any voter demographic.  
So, the question is, what are the prospects do you think for an effective common data format that states and large localities can adopt?  And I’ll break that into two parts.  One is, what are the challenges that you see?  But let’s also try to be positive, where are some areas or localities or sweet spots where it might also be more effective or more immediately valuable?
DR. McDONALD:

Well, I absolutely agree with that goal, which is that we need to have common data formats and we can have structured query language queries into that data and extract in a very defined -- well defined way exactly what the EAC, or any other reporting agency, wants with that data.  For example, we have a lot of times local election officials are expressing confusion over whether some of the EAVS data elements are asking about voters or ballots, when it comes to absentee ballots, because sometimes voters can be issued more than one ballot.  Maybe one was spoiled and you have to send another one out, for example.  We can clear up all of that if we had a standard data format and we could write exactly in a computer program, exactly what it is that we want to extract from that system.  And there would be no interpretation.  We would just know what it was, because that would be what the computer code said.  
For the prospects of reform, or really, developing these new systems, some states are undergoing upgrade cycles.  You have some vendors who are very much interested in having good products for their local election officials, local offices.  So, there are certain vendors and statewide systems that you -- have been undergoing upgrades, that you would see, if we had a common data format.  And if we could express what it is exactly, again, in a program, what we want to extract from that, we could get very good reporting from those states, as we see these upgrade cycles within these places.  But there are some other states, you know.  You mentioned Virginia.  The VERIS system has been around since the 1970s.  It hasn’t gone through a major upgrade anytime recently.  There’s been no real commitment by the state legislature to provide any further resources to upgrade the VERIS system.  So, they’re kind of left in the lurch until we see a big commitment.  Maybe it has to come from the states, maybe it has to come from the feds, but it has to come from somewhere, because in a state like a Virginia or many of these local states where you’re dependent on resources from the government to do these upgrade cycles, and there’s no money forthcoming, we’re not going to see any improvement.  So, that’s what we -- hopefully we can -- we’re a very technology savvy world/country.  We should have these upgrades to our systems and hopefully we will. 
CHAIRWOMAN McCORMICK:


Go ahead.  

MS. BRANNON:

I was just going to say I feel like some of the presentations earlier today, you know, there was a lot of discussion about efficiencies and the point about from Denver, about – Colorado, and how much money they saved by changing their voter registration process because provisional ballots are really expensive.  So, processing, I think it was, what, 80, 90 percent of provisional ballots for valid voters is an expensive thing to do.  And so, that’s really helpful information, and I feel like a meeting like this is really good for people to talk about things they’ve done that make it more efficient.  That’s a mechanism by which maybe we could sell a little stronger, that more money should go into upgrading systems, because if you upgrade the systems they become more efficient and you spend less time, money and resources.  I mean, the promotion of online voter registration is very easy to do if you really look at the numbers, because data entry costs a lot of money.  You have to hire people to do it, and there’s a lot of mistakes.  And online voter registration tends to be accurate, correct and cheap.   And, you know, we have to be careful not to leave all populations out of some of these advances, but as the world gets more technologically advanced, elections should keep up with it and take advantage of that.  So, I think efficiencies and savings in the long run is a good way to talk about it to maybe get better buy-in.
CHAIRWOMAN McCORMICK:
Yeah, and I’ll say, Commissioner Masterson always says that common data format is probably the most important thing that we need to achieve.  And I know IEEE is doing a lot of work on that, you know, with their committee and so we’ll see how that goes.  I mean, there are a lot of challenges to overcoming it and getting vendors involved and buy-in.  So you know -- but it’s moving forward, so that’s a good thing.


 A question here.

MR. FISCHER:

Yeah, Eric Fischer from CRS, as I’ve been listening today I’ve kind of, sort of, have a sense of sort of three classes of data, if you will.  There’s what you might call the basic data of national importance, so it’s like EAVS and certain other things that are collected on a periodic basis.  Then you have -- on a regular basis with respect to elections.  Then you have the data that may be useful within a state or within a group of states, whatever it is, that’s more local.  And then, you’ve got the sort of data that people collect, or they have new ways of collecting data, new kinds of data, new ways of doing things that might be useful for other people, but it’s not really clear who it’s going to be useful for, necessarily.  And there was some question about, you know, how should people -- how do you find out about these kinds of data that people are collecting.  So, to the extent that’s true, it seems to me, they need to be treated differently or collected differently.  So, for example, with respect to EAVS data, why not -- I mean, one could, in theory, set a goal that, say within ten years, you know, all EAVS data that possibly can be automated will be automated.  So, then you reduce the burden on the local and state election officials, get the data in quickly and then it can be disseminated.  
And then, with respect to the third class, you know, there are discipline sectors in which there are these kind of sharing organizations.  Like, for Homeland Security, there are these things called information sharing analysis centers, where, for different sectors there are entities in those sectors that share information with each other, new ways of doing things, new ways of defending whatever their sectors are, and that sort of thing.  And I’m wondering whether there’s any sort of current mechanisms for creating ways of sharing new kinds of information, information that wouldn’t ordinarily, necessarily, be shared, but would be useful, other than just meetings like this.  
CHAIRWOMAN McCORMICK:


Anybody on the panel?

MR. BECKER:


I’ll just say, I mean, to some degree that’s been going on with our work with MIT and Professor Stewart on the EAVS data and other data.  Of course, we’re looking at a subset of that data.  We’re not looking at every single piece of it.  I think there’s a big here to there problem; that the data, of course, in many states, is being generated often not automatically, at the local level, sent up to the state level, the state then -- some states actually do a cleaning process, many states do not, they simply add it all together, and then, they send it on to the EAC, and that’s where some of these data inconsistencies occur.  I think a possible model of something that we’ve done with the Voting Information Project, which is, again, our partnership with Google and many states, to get polling place information about -- information out to any voter who needs it via search engines, mobile devices, et cetera.  And polling place information connected to any particular address in the United States seems like an incredibly easy thing to do and it’s actually an incredibly hard thing to do, especially since that changes for so many elections, and then to give all the ballot information along with that is very hard.  What, we, at Pew are doing for the Voting Information Project is we’re creating a data dashboard.  And that data first flows through a pipeline where it’s checked for red flags, data that might not look right; this is not a mapable address, this polling place is 25 miles away from this address, yet it’s assigned to it, things that we can figure out right away, and then, immediately and automatically report it back out to the states and say, “Here’s your red flagged items, you can just “ -- and this all on a dashboard, so it’s all automated, they can look at this as they need to.  I could see a time in the not too distant future where a lot of these data points that I read from the EAVS, this last time around, would have been easy to automatically flag.  There are always going to be some areas you couldn’t catch, where you just mis -- you know, you transpose a seven and a two, and what are you going to do?  But I think back to -- I think with the 2008 EAVS data or NVRA data, if I’m not mistaken, where California reported 1.8 million same-day registrations, which is remarkable, because California doesn’t have same day registration, and this is all because one county had transposed one number between columns.  Now, that would have been incredibly easy to flag, but it still got reported out on the EAVS because it wasn’t flagged.  There was no automatic mechanism.  
So, I think it’s easy now to conceive of tools that could be created that could perform a lot of this function automatically and catch a huge lion’s share of the data, and report back out to the states before it’s officially submitted and published, “You might want to take a look at this particular point, because it could be a red flagged item.”
DR. McDONALD
A very short point on this, which is, that once we develop this uniform data standard, NIST or whoever does it, if we can’t write a query to extract the data from that uniform standard, we don’t want to ask the questions for it, because it means then that election officials have to go outside their systems to track the data, so we need -- that should just be a rule, that if you can’t extract the data from your voter systems, then you shouldn’t ask for the data. 

CHAIRWOMAN McCORMICK:


Secretary Martin?

SECRETARY MARTIN:

To some extent, I’m kind of flummoxed about the difficulty of actually creating a uniform data system -- a uniform data -- I mean, because it’s done all the way across the Federal Government, as far as using XML creating schemas and DTDs to begin to be developed.  Most of them are not even beginning to be started being developed within the Federal Government whenever it started.  So, to talk about a uniform data standard, it seems to me that any of the educational institutions or perhaps even the vendors of elections equipment or election systems or stuff like that should be able to form an organization to where they actually create a single DTD -- schema and DTD for their XML data, that then every vendor has a fair opportunity to actually participate and entering that data into.  I don’t understand why it continues to be such a difficult thing whenever every company out there that needs to exchange data has got -- is doing an industry standard why we have to reinvent the wheel on that part of it.  A DTD is incredibly simple to write.  It should be able to be done by a part-timer within the organization within a matter of months.  So…
CHAIRWOMAN McCORMICK:
Commissioner Masterson, I think you wanted to respond to that.

COMMISSIONER MASTERSON:

Thank you, and you’re exactly right, and it actually touches on exactly what I wanted to say, which is the plan moving forward.  And there’s a long history behind why that common data format hasn’t been there, including the HAVA money and how that was distributed.  I mean, for those local election officials in the audience, they’ve dealt with systems bought from the same vendor that don’t communicate with each for a variety of reasons, because of the history.  So the plan, moving forward now, is exactly that; to work with the vendor community and others in this room and everywhere else, to push forward in the TGDC working groups that we have, on the common data format, and then, to put it into the standard and say the systems must be able to support this, working with the vendors on that.  And so, that’s the path forward.  That’s where this is going and quickly, because the community is very clear that’s the expectation.  So, your frustration is well placed and I think shared across this room. 



MR. BECKER:

I think I’d just add really quickly, though, that, to some degree, the ball is being moved forward.  I mean, John Sebes asked about the prospects, and I’m actually an optimist on this, because I see states banding together in things like ERIC or in things like the Voting Information Project.  And now, those states when they go out to put out an RFP on a new statewide voter registration database or a new EMS, they’re building those specs into their RFP and they’re demanding that their vendors do that.  To the vendors’ credit, I don’t think the vendors are really pushing back.  I think they would like to see clarity on this, to a large degree.  So I think this -- arming the election officials with the power to say, “You are going to have to be able to export data in this format, you’re going to be able to have to report data out in this method, and do it consistently” I think that’s happening.  I mean, it’s not all the way there, by any means, but we are definitely seeing movement in that direction.  And I think there are a lot of states who are represented in this room have taken a lot a lot of leadership on that, along with partnership with NIST and TGDC and IEEE and others who have worked in this area.

CHAIRWOMAN McCORMICK:
So we’re right up against the clock, but I see Greg, do you have a question, really quick.
MR. MOORE:

Yeah, Greg Moore on the EAC Advisory Board, and one of the voting rights advocates here.  You got to the question I was going to ask, David, what the solution might be, because I wasn’t sure if it was a vendor problem, of there being a lack of sort of coordination with vendors is sort of all over the states making sales, or whether or not it was a resource problems that there’s not enough HAVA funds to move to the states to solve some of these problems.  So, could you just -- anybody address is it a resource issue, is it a vendor problem, or is it the fact that there’s just a need for -- this really is a good example of the need -- why we do need an EAC and a need strong body that would help coordinate some of this work.
DR. McDONALD:

I would say part of it’s dependent on the local conditions within the state and the localities.  Some of the states have statewide systems, you know, top down/bottom up.  We’re all in this room pretty much familiar with those.  But in these bottom up jurisdictions, where election administration is primarily done at the local level first, in some of those localities even -- they’ve got a homegrown vendor.  They’ve got somebody who is working and developed that  system for the office, and now, they went off and formed their own little company, and maybe they have like one county or two counties or three counties that are -- that they serve.  So the vendor issue -- I think there are bigger vendors who are playing in multiple states and lots of jurisdictions, but then, you got these other smaller jurisdictions, too.  So I think we -- when we look at some of the big vendors, when we look at some of the top down states that do election administration primarily at the state level first, and then, local systems – local election officials work with that system, those are the easy, soft targets that we can hit immediately.  The difficulty in the long run is going to get into these smaller jurisdictions that use their own homegrown systems and how are you going to encourage them and entice them to do upgrades.
CHAIRWOMAN McCORMICK:



So, with that, I just have -- I wanted to let you know that I understand Ryan Sechrist called in and said this panel won the panel competition. 

[Laughter]

CHAIRWOMAN McCORMICK:
We got the most texts.  So thank you very much panel members.  I appreciate all of your hard work and your insight and experience sharing that with us.  Thank you very much.
[Applause]

COMMSSIONER McCORMICK:



Hold on, Karen has some announcements for tomorrow.

MS. LYNN DYSON:

Well, thank you all for coming today.  On behalf of the Commissioners and the EAC we look forward to seeing everyone tomorrow morning 8:30.  8:30 will be led off by Doug Chapin who will be doing a Ted talk on baseball. 
[Laughter]

MS. LYNN DYSON:

For those of you are interested, we will be having a Dutch treat dinner tonight at District Commons.  It’s about a block-and-a-half from the hotel where are a lot of our speakers are staying.  It is -- District Commons address is technically 2200 Washington Circle.  It’s literally right across from GW Hospital.  And for those of you are staying at the hotel, you will be walking one-and-a-half blocks south.

CHAIRWOMAN McCORMICK:


Right around the circle.

MS. LYNN DYSON:

Right around the circle, so 6:30 we’ll just be gathering for those of you who are interested.  No agenda, but just good conversation.  And for those of you who are not joining us, we’ll see you tomorrow morning at 8:30. 

Thank you.

CHAIRWOMAN McCORMICK:


Thanks so much everyone.

[Applause]

***

[The EAC Summit recessed at 4:34 p.m. EDT]
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